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Abstract - Land cover mapping of land area in Mediterranean climate regions from satellite images is not simple, due to the similarity 

of the spectral characteristics of the urban area and city surroundings. In this study, satellite images from Sentinel 2A by ESA (European 

Space Agency) were used to classify the land cover of Rome city, Italy. This paper presents two methods aiming at improving the land 

cover classification accuracy by using multispectral satellite images. The classification process was performed by using two different 

algorithms, namely: Maximum Likelihood (ML) and Support Vector Machine (SVM). 

The supervised “Maximum Likelihood” and “Support Vector Machine” classification algorithms available in ENVI (Environment for 

Visualizing Images) software, were used to detect five land cover classes: urban, forest, water, agriculture and empty land classes. The 

results show the ML method applied to Sentinel-2A images provides a higher overall accuracy and kappa coefficient than the SVM 

method. The main reasons are to increase two amounts in the ML method and over the next few years in this study, first: carry out three 

steps for increase accuracy and kappa with Sieve Classes, Clump Classes and Majority/Minority Analysis. And second reason the most 

accurate classification for both approaches was allocated to the year 2018, possibly due to the higher image quality and on-time training 

sample sites compared to previous 2015, 2016, 2017 years. The results of both methods in this study have been compared. 

 

Keywords: Land cover mapping, Sentinel 2A, Supervised Classification, Maximum Likelihood (ML), Support Vector Machine (SVM), 

Confusion Matrix. 
 

 

1. Introduction 
In last centuries, the trend in the urban population growth is accompanied by an increase in the land area merged in cities 

and around the cities [1], causing several issues linked to the dense concentration of inhabitants causing social and 

environmental issues such as concentrated pollution. In the present paper, the changes in the environment due to the strong 

population increase has been studied by means of land cover mapping classification through the Sentinel-2 images. Land 

cover mapping classification of the different land areas could provide vital information in several fields, such as: 

environmental science [2-3], risk assessment [4-6], urban management [7-8], regional planning [9-11], sustainable 

development [12-15], urban growth assessment [16]. Therefore, updated land cover mapping could play an essential role in 

maintaining the harmony between the city and the hinterland. The Copernicus programme formerly (GMES), Global 

Monitoring for Environment and Security, is an operational programme of earth observation, which made the access to 

satellite based information timely and easily in many application domains such as: land [17][19], marine [20-22], atmosphere 

[23-24], emergency response [25], climate change [26], Security and Safety [27]. 

Sentinel-2 was launched by ESA (European Space Agency) for global monitoring. The Sentinel-2 Multispectral Imager 

(MSI) sensors have very different spatial and temporal resolutions (10 to 60m) [28]. Many studies on land covering analysis 

and mapping have been conducted in large area with different satellites images such as: Landsat 8 [29] and SPOT 4 [30], 

SPOT 5 [31], Worldview ІІ and ІІІ [32], ENVIsat and ASAR [33], Landsat MMS [34] and also many methods of accuracy 

assessment have been discussed in the remote sensing literature by Aronoff, 1982 [35], Kalkhanl, 1995 [36], Koukoulas & 

Blackburn, 2001 [37], Rosenfield & FitzpatrickLins, 1986 [38]. The most widely promoted and used, may be derived from 

a confusion matrix (CM) [39]. Lefebvre et al [40], by using Landsat and Sentinel 2 satellites images described a methodology 

based on an approach which relies on independent image classifications that are fused using the Dempster–Shafer theory. 
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Methodology presented in this study can be used in any other land cover classification task using regular acquisitions 

issued, for example, from Sentinel 2 satellite. Zakeri et al [41], explained by using ALOS-2 PALSAR-2, Sentinel-1 

satellites images for land cover classification of Tehran city and used two supervised classification algorithms, Support 

Vector Machine (SVM) and Maximum Likelihood (ML), to detect land, vegetation, and three different built-up classes. 

The results by Zakeri et al showed the layer stacking of texture features and backscatter values significantly increases 

the overall accuracy. 

Rome city is the largest municipality in Europe and the largest rural municipality in Italy country. The spatial 

distribution of buildings within the municipality is distinctive. Unbuilt areas comprise 73 percent of the territory [42]. 

This paper is structured as follows: Section 2 describes the study area and the data; Section 3 presents the proposed 

methodology; Section 4 is dedicated to the results; Section 5 highlights the main findings and the implications of this 

study. All processes in this study were carried out by using ENVI 4.8 (Environment for Visualizing Images) software. 

 

2. Study Case 
The present study aims at carrying out a land cover classification with satellite images from Sentinel 2A. To reach 

this goal one climate region case study area with different crops (Table 1) and population was selected. The city of Rome 

(Fig 1), Italy, which is one of the most populated and urbanized areas in Italian country, was selected. The city covers 

near 5352 km2. The territory mainly consists of hills (50%), lowlands (30%), and mountains (20%). Rome, such as other 

Mediterranean cities, went through a rapid transition from the historic compact model to a scattered and polycentric 

urban form, characterized by huge expansion around the urban area [43]. 

 
Table 1. (Right) Characteristics of the test area: location, extent, climate and soils. 

 

 
Fig. 1: (Left) Location of Rome city and footprint of the Sentinel 2A images tale used in this study (green square). 

 

The images used in this paper were acquired by Sentinel 2A satellites, operated by ESA, this satellite was launched 

in 23 June 2015. Time images case studies (2015.12.18-2016.07.08- 2017.04.21-2018.04.26) with all spatial and spectral 

characteristics correspond to a Sentinel - 2A Level 1C product S2A_MSIL1C and OPER_MSI_L1C_TL_SGS. The 

images were downloaded by Copernicus web site (https://scihub.copernicus.eu/) with the total bands (Table 2). The 

images provided by the Sentinel satellite family are available for free and open source toolboxes were employed for pre-

processing them. The images were projected on the WGS84 reference (Semi- Major Axis: 6378137 m and Flattening: 

298.257223563) ellipsoid and zone Rome, UTM zone 33. The first step consists of Geo-referencing all bands and then 

make a layer stacking by using the ENVI software. As the last step, the Sentinel 2A images were cut by using a ROI 

(region of interest) tool for better focusing on the case study area (Fig 2). In this study we use a pseudo-natural colour 

RGB composite images and then an Enhance liner (0-225) for show the images (Fig 2) and subset data via ROIs tool for 

next step. 

 
 

 

https://scihub.copernicus.eu/
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Table 2: (Right) The bands of the MSI sensor on board of Sentinel-2 used in this study, their central wavelengths and spatial 

resolutions. 

 
Fig. 2: (Left) Rome city, RGB (R:4 G:8 B:3) image with enhancement (Liner 0-225). 

 

3. Methods 
ROI tool was used for defining some samples areas to train the classifier algorithms such as: urban, forest, water, 

agriculture and empty land. The classification process was performed using two different algorithms: ML and SVM. These 

two classification algorithms are derived from statistical theories and commonly used in land cover classification studies [44]. 

The processing procedure for supervised classification based on ML and SVM are schematically shown in Fig 3 and Fig 4.  
 

 
 

Fig. 3: Flowchart methodology of land cover mapping classification using the Sentinel 2A images with Maximum Likelihood (ML) 

 in ENVI software. 

 

 
 

Fig. 4: Flowchart methodology of land cover mapping classification using the Sentinel 2A images with Support Vector Machine 

(SVM) in ENVI software. 

 

Training samples must be selected based on a homogenous group of image pixels to give the best reparability. Therefore, 

monitoring the study area and assessing the several land covers is necessary before selecting the training samples. 

Additionally, applying the appropriate algorithm to identify the homogeneity of the training data to group the pixel values 

of a dataset is important. At the end, of the classification process, the accuracy of the results from the ML and SVM methods 

was measured by calculating a CM. The CM is a standard method used to evaluate the classification accuracy in remote 

sensing satellites images [45].  

The pixel oriented supervised classification of Sentinel 2A Satellite images represents a problem of estimating the 

probability density. Based on training data for each class, the probabilities are estimated for all classes and then used to 

classify all the pixels in the image. The ML method works on the assumption that each class is normally distributed. In this 

method, for each pixel, the probability that it belongs to a specific class is calculated. Then, the pixel is assigned to the class 

that yields the highest probability [1]. The SVM was developed in recent years, increased for land cover classification often 
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used in remote sensing [46]. The SVM separates the pixels of an image using optimal hyper planes that maximize the 

margin between the classes. The data points closest to a hyper plane are called support vectors. A nonlinear classification 

can be performed using kernel functions to the support vectors [47-48]. 

In the classification, there are two possible errors that can be committed in assigning a pixel to a certain class, an 

omission error occurs when the pixel is assigned to the wrong class, whereas a commission error occurs when a pixel 

from another class is assigned to the class under consideration. To assess the extent of this error and therefore the quality 

of the classification, the CM is introduced. The omission errors are represented by the out of diagonal values along the 

column instead and the commission errors are represented by the out of diagonal values in the row direction (Table 4). 

The elements along the diagonal represented the pixels assigned correctly. The omission error, for each class, whose 

complement is called producer accuracy is calculated as the ratio between the pixels of the main diagonal and the total 

pixels recognized as belonging to that particular class. As for the commission error and its complement said user 

accuracy, the calculation is made considering the ratio between the pixels on the diagonal and the sum of row elements 

corresponding to a certain class.  In this study, not only the overall accuracy and kappa coefficient showed in CM, but 

also commission and omission, producer and user accuracies per pixel for each classes are calculated from CM. The CM 

was prepared using truth data over the five land cover classes, based on the comparison of the CM of the classification 

results. 

           

4. Results 
This paper aims to obtain a land cover mapping of the Rome city with the best accuracy by using Sentinel 2A 

images. The performance of the supervised classification algorithms, ML and SVM were assessed. The images by using 

all channels shown in Table 2 classified and analysed with different tools in ENVI software. To validate the classification 

result, we computed the CM using the ground truth data. Fig 5 shows the classification results by for the ML and SVM 

techniques in this software for 2018. In this classification using ROI Tool for classification images in five classes (Urban, 

Forest, Water, Agriculture and Empty Land). 

 

 
Fig. 5: Maximum Likelihood (left) and Support Vector Machine (right) results for Rome in 2018. 

 

4.1. Maximum Likelihood (ML) 

The CM results for the ML technique show highest overall accuracy and kappa coefficient for all the four acquisition 

date. Table 3 shows these values according the five different classes for four years. The CM includes the Commission 

(producer accuracy) and Omission errors (user accuracy) as well (Table 4). The diagonal elements in these tables depict 

the correctly classified pixels in each land cover classes. To increase the accuracy in the supervised classification from 

Sentinel 2A images, a post-classification processing, including Sieve classes, Clump classes and majority/minority 

analysis, was applied for each image, these tool significantly increases the overall accuracy. 
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4.2. Support Vector Machine (SVM) 

The CM results achieved by SVM technic always shows overall accuracy and kappa coefficient values lower than ML 

method. Table 3 shows these parameters by the CM with Ground Truth from SVM. Table 4 shows five classes according the 

pixels, the commission, and omission error and commission error for the CM results. 

 
Table 3: Results table with ML and SVM classification method. 

 

Year 2015 2016 2017 2018 

Classification ML SVM ML SVM ML SVM ML SVM 

Accuracy 95.02% 83.94% 95.20% 82.15% 86.71% 83.22% 100.00% 93.17% 

Kappa 0.92 0.76 0.93 0.73 0.81 0.75 1.00 0.90 

 

Table 4: Confusion matrix results with ML and SVM classification methods for Two years. 
 

 
 

According to the confusion matrix, the overall accuracy of the ML classification was better than SVM classification. 

This was also the case for the overall kappa statistics. Overall accuracy ranged between 86.71% and 100% for ML approach 

and 82.15% and 93.17% for the SVM. In first way (ML method) of this study: after finish classification with ML carry out 

three steps for increase accuracy and kappa. Step1, by using sieve classes to solve the problem of isolated pixels occurring 

in classification satellite images (Fig 6 A). Step 2, in this step by use clump classes to clump adjacent similarly classified 
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areas together using morphological operators (Fig 6 B). Step 3, at the end step, by use Majority/Minority Analysis to 

classification satellite (Sentinel 2) images (Fig 6 C). The most accurate classification for both approaches was allocated 

the year 2018, possibly due to the higher image quality and on-time training sample sites. 

 

 
 

Fig 6. A( Sieve classes, B) Clump classes, C) Majority/minority analysis. 

 

5. Conclusion 
In this paper, to improve the supervised classification method with ML and SVM algorithm by images from Sentinel 

2A for land cover mapping in ENVI software. For this target, Rome city were selected as the study areas. The CM results 

by using ground truth ROIs were found to be high overall accuracy for Rome city. The overall accuracy and the kappa 

coefficient were used to compare the two methods. By this technique result shows the ML overall accuracy and kappa 

coefficient higher than the SVM technique. The main reasons are to increase overall accuracy and kappa coefficient in 

ML use Sieve Classes, Clump Classes and Majority/Minority Analysis for land cover mapping. These three steps with 

removes isolated classified pixels, the class information would be contaminated by adjacent class codes and change 

spurious pixels within a large single class to that class, respectively, improves the amount of outputs. Also, the amount 

of climbing these values can be with possibly due to the higher image quality and on-time training sample sites to be 

connected. 
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