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Abstract - In this paper, we propose an extended version of Unified Deep Network (UDN). The Extended UDN (EUDN) uses 

multiple deformation models that operate independently of each other and mixture of the responses of the models to estimate the 

detection label. The deformation models of the EUDN jointly learned in order to complement each other through penalized in-diversity 

loss measured from the average correlation between the models. In our experiments, we show that combining independently the 

deformation models (which are even if worse than existing one) reduces the error in the manner similar to the ensemble learning, and 

considering diversity of the individual models is more effective without considering diversity. Our approach is evaluated on the Caltech 

datasets and achieves better performance than the UDN. 
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1. Introduction 
 Detecting pedestrians from images is an important topic in computer vision with many fundamental applications in 

automotive safety, robotics, and video surveillance. The wide variety of appearances of pedestrians due to body pose, 

occlusions, clothing, cluttered backgrounds, and articulation makes this task challenging. 

 Several approaches have been proposed in past decades to handle these challenges. The approaches can be separated 

into three groups. The first group of approaches is based on using discriminative feature and suitable classifier (HOG [2], 

ACF [3]). The second is based on using deformable part model [4], and the third is based on handling occlusion [5]. 

 Recently, with the progress of deep learning, convolutional neural networks have been shown to achieve good 

performance in computer vision problems. Unified Deep Network (UDN) [1], which is also a type of CNN, unifies the 

approaches we described above into a deep model and shows successful results. However, the network uses only one 

deformation model. 

 In this paper, inspired by the work of Felzenszwalb [4], we extend the UDN to have more deformation models and 

propose a method to fuse the results for models in the manner similar to ensemble method. Moreover, our network is 

trained by considering the diversity among the models. 

 This paper is organized as follow: in Section 2 we briefly introduce the UDN. We describe our method in Section 3. 

The experimental results are described in Section 4, then final conclusions are presented in Section 5. 

 

2. Unified Deep Network 
 UDN, which is specified in Table 1, is proposed to jointly learn feature extraction, parts deformation, occlusions, 

and person-to-person relations. The second convolutional layer of UDN convolves the feature maps, obtained from the first 

convolutional layer, with 20 kernels of different shapes and different sizes. Then the feature maps are used to calculate the 

part scores in deformation layer. These part scores are divided into three hierarchical levels, designed to consider mutual 

visibility relationship. The scores are fed to each level of visibility reasoning layer and propagated to estimate detection 

label. In order to prevent disturbing of the imperfect part scores in the previous level, the visibility reasoning layer includes 

extra nodes at level 2 and 3 (We denote the number of the nodes of the visibility reasoning layer as the number of parts 

plus the number of the extra nodes in the table). The output of the layer at level 3 is fed to a two-way softmax which 

produces a distribution over the two class labels. 

                                                 
† Corresponding Author 
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Table 1: Structure of the UDN. 

 

Layer 1 2 3 4 5 6 

Type Convolutional 
Average 

Pooling 
Convolutional Deformation Visibility Reasoning Output 

Specification 64 × 9 × 9 4 × 4 
20 part 

kernels 
20 part scores 

level 1 2 3 
softmax 

nodes 6 7+7 7+7 

 

3. Proposed Method 
 
3.1. Extended Unified Deep Network (EUDN) 

 The proposed network is presented in Fig 1. The network can have 𝑁 deformation models that operate independently 

of each other. A deformation model is separated into two parts: deformation part model and visibility reasoning model. The 

deformation part models can have different number and shape of convolutional kernels and the visibility reasoning models 

can also be composed independently of each other in the different visibility relationship. Each deformation model provides 

two responses, positive and negative, for a given image. The detection label estimation 𝑦 is obtained through combination 

of the responses for each class. 

 

 
Fig. 1: Overview of our deep network model. 

 
3.2. Visibility Reasoning and Classification 

 The m-th deformation part model provides  𝑃𝑚 part scores 𝐬𝑚 = {𝑠1
𝑚, … , 𝑠𝑃𝑚

𝑚 } for 𝑚 = 1, … , 𝑁. 𝐬𝑚 is then used for 

visibility reasoning and for obtaining the responses for each class. Fig. 2 shows the visibility reasoning model. The score 

and visibility of j-th part at level l of m-th model are denoted as 𝑠𝑗
𝑚,𝑙

 and ℎ𝑗
𝑚,𝑙

, respectively. The visibility and the number 

of parts at level 𝑙  of m-th model are denoted as 𝐡𝒎,𝒍 = [ℎ1
𝑚,𝑙 , … , ℎ

𝑝𝑙
𝑚

𝑚,𝑙] and 𝑃𝑙
m  respectively. Given 𝐬𝑚 , the model for 

inference is as follows: 
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ℎ̃𝑗
m,1 = 𝜎(𝑏𝑗

𝑚,1 + 𝑔𝑗
𝑚,1𝑠𝑗

𝑚,1) 

(1) ℎ̃𝑗
𝑚,𝑙+1 = 𝜎(�̃�𝑚,𝑙𝐰∗,𝑗

𝑚,𝑙 + 𝑏𝑗
𝑚,𝑙+1 + 𝑔𝑗

𝑚,𝑙+1𝑠𝑗
𝑚,𝑙+1), 𝑙 = 1, … , (𝑁𝑉𝑅

𝑚 − 1) 

𝑟𝑖
𝑚 = 𝜎 ( �̃�𝑚,𝑁𝑉𝑅

𝑚
𝐰𝑖

𝑚,𝑟𝑒𝑠 + 𝑏𝑖
𝑚,𝑟𝑒𝑠) 

 

 where σ is the sigmoid function, and 𝑁𝑉𝑅
𝑚  is the number of visibility reasoning layers. 𝑔𝑗

𝑚,𝑙 , 𝑠𝑗
𝑚,𝑙 , 𝐖𝑚,𝑙 , 𝐰𝑚,𝑟𝑒𝑠, and 

𝑏𝑚 are parameters to be learned. The extra hidden nodes, represented by white circles in Fig. 2, can be used in the same 

reason of the UDN. They do not use detection scores and have the term 𝑔𝑗
𝑚,𝑙+1𝑠𝑗

𝑚,𝑙+1 = 0 in Eq. (1), while the hidden 

nodes with the term 𝑔𝑗
𝑚,𝑙+1𝑠𝑗

𝑚,𝑙+1 ≠ 0 are represented by gray circles. 

 The deformation models provide N responses 𝐫𝑖 = {𝑟𝑖
1, … , 𝑟𝑖

𝑁} for class i. A softmax function is used to find the 

predicted probability that a given input image includes pedestrians. In a detection problem, the function can be expressed 

as in Eq. (2) where 𝐰𝑖
𝑐𝑙𝑠 and 𝑏𝑖

𝑐𝑙𝑠 are the parameters to be learned. The probability that a given input image does not 

include any pedestrian is given by 1 − �̃�. 

 

�̃� =
exp(𝐫1𝐰1

𝑐𝑙𝑠 + 𝑏1
𝑐𝑙𝑠)

exp(𝐫1𝐰1
𝑐𝑙𝑠 + 𝑏1

𝑐𝑙𝑠) + exp(𝐫2𝐰2
𝑐𝑙𝑠 + 𝑏2

𝑐𝑙𝑠)
 (2) 

 

 

 
Fig. 2: The visibility reasoning model.  

 
3.3. Considering Diversity of the Deformation Models 
 The EUDN is an ensemble classifier that combines multiple deformation models. It is well known that the 

performance of the combination of an ensemble depends on the diversity among its individual models. One of the 

measures of the diversity is the correlation factor among the outputs of the models. 

 The total error of a classifier can be expressed as the sum of two error, 𝐸total = 𝐸𝑎𝑑𝑑 + 𝐸𝑏𝑎𝑦𝑒𝑠, where 𝐸𝑏𝑎𝑦𝑒𝑠 is the 

optimal Bayes error and 𝐸𝑎𝑑𝑑 is the added error that comes from the obtained boundary of the classifier. In [7], they show 

that positively correlated classifiers only slightly reduce the added error, uncorrelated classifiers reduce the added error by 

a factor of 1/N, and negatively correlated classifiers reduce the error even further. In this study, we adopt this scheme to 

train our network. 
 The EUDN is trained with the proposed loss function that is penalized by the in-diversity measured from the average 

correlation. The loss function 𝐿 is defined as follows: 

 

𝐿 = 𝐿𝐶𝐸 +  ∑ 𝜆𝑖𝐿𝑖
𝑖𝑛𝐷𝑖𝑣

𝑖

 (3) 

𝐿𝐶𝐸 = −
1

𝐾
∑ 𝑦𝑘

𝑔𝑛𝑑
log (�̃�𝑘) + (1 − 𝑦𝑘

𝑔𝑛𝑑
)log (1 − �̃�𝑘)

𝐾

𝑘

 (4) 

𝐿𝑖
𝑖𝑛𝐷𝑖𝑣 =

1

𝑁(𝑁 − 1)
∑ ∑ 𝐶𝑜𝑟𝑟(𝑟𝑖

𝑚, 𝑟𝑖
𝑙)

𝑚≠𝑙

𝑁

𝑚=1

 (5) 
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 As shown in Eq. (3), our loss function is a combination of cross entropy 𝐿𝐶𝐸  and in-diversity loss 𝐿𝑖𝑛𝐷𝑖𝑣 for each 

response of the deformation models. These in-diversity losses are multiplied by the relative importance weights 𝜆𝑖. The 

cross entropy is defined as Eq. (4) where 𝐾 is the number of samples, 𝑦𝑘
𝑔𝑛𝑑

 is the ground-truth label of k-th sample that 

𝑦𝑘
𝑔𝑛𝑑

∈ {0, 1}, and �̃� is the estimation of detection label. The in-diversity loss, defined as Eq. (5), is measured on the 

average correlation. A response for class i of m-th model is denoted as 𝑟𝑖
𝑚. 

 In order to learn the parameters of each layer in Fig. 1, the prediction error is back propagated through 𝐫𝑖. The 

gradient for 𝐫𝑖 is as follows: 

 

𝜕𝐿

𝜕𝑟𝑖
𝑘,𝑚

=
𝜕𝐿𝐶𝐸

𝜕𝑟𝑖
𝑘,𝑚

+ 𝜆𝑖

𝜕𝐿𝑖
𝑖𝑛𝐷𝑖𝑣

𝜕𝑟𝑖
𝑘,𝑚

 (6) 

𝜕𝐿𝑖
𝑖𝑛𝐷𝑖𝑣

𝜕𝑟𝑖
𝑘,𝑚

=
1

𝑁(𝑁 − 1)
∑ ∑

𝜕𝐶𝑜𝑟𝑟𝑃,𝑙

𝜕𝑟𝑖
𝑘,𝑚

𝑃≠𝑙

𝑁

𝑃=1

 (7) 

 

 where m and k denote the m-th model and the k-th sample, respectively. 

 

4. Experiments 
 The proposed method is evaluated on the Caltech dataset [6] in the same way as [1]. In the deep learning model, the 

batch size is 60 with the relative importance weight λ1 = λ2 = 0.5. In this experiment, we use three different deformation 

models that are considered different views of the pedestrians. We investigate the influence of the proposed loss function by 

testing various designs of EUDN. 

 The compared approaches are HOG [2], ACF[3], DPM [4], HogLbp [5], ConvNet-U-MS [8] and UDN [1]. Existing 

approaches use various features, deformable part models and different learning approaches. 

 
4.1. Deformation Models 
 The part models used in this experiment are shown Fig. 3. In the figure, (a) is the model used in UDN and (b) and (c) 

are the models that are designed to complement existing one and represent pedestrian's side pose and scaled view, 

respectively. The visibility reasoning models are specified in Table 2. (a) is the model used in UDN and (b) and (c) are 

additional models designed in the similar manner as the UDN. The numbers of nodes of the layers are denoted by the 

number of the parts plus the number of the extra nodes. 
 

   
(a) (b) (c) 

Fig. 3: The part models. 

 

Table 2: Structure of the visibility reasoning models. 

 

Model (a) (b) (c) 

number of parts 20 13 15 

number of parts for level1 6 6 7 

number of parts for level2 7 + 7 3 + 3 5 + 5 

number of parts for level3 7 + 7 4 + 4 3 + 3 
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4.2. Results 

 To evaluate the performance, the Caltech-Train dataset is used to train our model. At the training stage, there are 

approximately 60,000 negative samples and 4,000 positive samples from the Caltech-Train dataset. Fig. 4 (a) shows the 

overall experimental results on the Caltech-Test. The proposed method reduces the average miss rate by about 0.7%, 

compared with UDN. 

 In this experiment, we investigate various designs of proposed deep models on this dataset. Comparisons are shown 

in Fig. 4 (b). We evaluate the performance of each single deformation model. The model-a is the UDN, and model-b and 

model-c are the additional models we described in Section 4.1. As the results show, the two models are underperformed 

relative to the existing model. However, the combined model (denoted as EUDN 3DM) shows better performance than the 

UDN. 

 To investigate the influence of proposed loss function in Section 3.3, we compare two models that are trained with 

and without the in-diversity loss. We design the models to have nine deformation models (denoted as EUDN 9DM), three 

sets of the three models. As shown in the result, the model that trained without the in-diversity loss is rather worse than the 

EUDN 3DM, while the other model is better. This means that if we do not consider the diversity of multiple models, there 

are more redundant parameters to be learned; therefore the model would lead to overfitting. On the other hand, if we 

consider diversity of the models, the model would be more generalized model. 
  

  
(a) (b) 

Fig. 4: Comparison of the performances on the Caltech-Test dataset.  

(a) performance comparison with existing methods. (b) proposed methods compared to UDN. 

 

5. Conclusion 
 This paper proposes an extended unified deep model that jointly learns its multiple deformation models. By 

considering diversity among the models, the EUDN achieves better performance than the UDN on Caltech dataset. The 

experimental results reveal that the additional deformation models can be complemented each other and the proposed loss 

function makes the network, which has multiple independent models, learn more generalized model. We believe that the 

proposed network can be improved by using suitable input channels and by designing more elaborate deformation model. 

However, a limitation of the EUDN is that its deformation models should be designed manually. Future research can 

address this issue by jointly learning of deformation models that generated by modified network architecture. 
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Fig. 5: Detection Examples. The green and red boxes are true and false positives, respectively.  
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