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Abstract - The present study investigates the dependency of prediction accuracy of an artificial neural network (ANN) on the network 
architecture using 65 different neural networks from seven architecture patterns. The accuracy of the ANNs is compared based on their 
capability to predict heat transfer coefficients of air-cooled heat sinks operating in laminar flow. Scattered input data is used for training 
the networks to make the modelling more realistic and closer to practical applications. The input variables for the neural network are heat 
sink width, channel height, channel length, number of channels, fin thickness, and Reynolds number. The output is heat transfer 
coefficient. The training process for all ANNs is performed using ReLU as the activation function. The accuracy of the neural networks 
is evaluated by the root mean square error. It is found that the prediction accuracy of an ANN is strongly dictated by the optimization of 
the network architecture, which corresponds to the proper number of hidden layers and the number of neurons at each layer. The most 
accurate architecture in the present study predicts heat transfer coefficients of 60% and 86% of heat sinks within ±10% and ±20% of 
the true values, respectively. However, an ANN with an unoptimized architecture results in a substantially reduced accuracy such that it 
predicts heat transfer coefficients of only 19% and 30% of heat sinks within ±10% and ±20% of the true values, respectively.  
 
Keywords: Artificial neural network; Network architecture; Prediction accuracy; Scattered data; Heat sink; Heat transfer 
coefficient. 
 
 
1. Introduction 

An artificial neural network (ANN), a subset of machine learning, is a data processing system that mimics the 
characteristics of the human brain to predict the performances of engineering systems [1, 2]. The feed-forward multilayer 
perceptron ANN model consists of interconnected nodes, called neurons, which form an input layer, hidden layer(s), and an 
output layer [3, 4]. Inputs are received in the input layer, and outputs are generated in the output layer. The information from 
the input layer to the output layer is transformed via the intermediate hidden layer(s). Fig. 1 illustrates an ANN with five 
neurons in the input layer, three hidden layers with 16, 10, and 12 neurons in the first, second, and third hidden layers, 
respectively, and one output in the output layer. Each neuron is associated with weights and a bias. The outputs of all the 
neurons in one layer act as the inputs for the neurons in the next layer. The feed-forward implies that the inputs always 
propagate forward through the network [5]. Preparation of the input dataset, which is obtained through experiments, 
simulations, etc., is a crucial step of an ANN model. The input dataset is randomly divided into three parts: training, 
validation, and testing. The neural network learns the input-output patterns from the training dataset, the trained performance 
is assessed using the validation dataset, and finally the accuracy of the network is evaluated using the testing dataset [6]. The 
output transferred from the 𝑘𝑘th neuron of the (𝑛𝑛 − 1)th layer to the 𝑗𝑗th neuron of the 𝑛𝑛th layer is described as follows [7]: 

 

𝑥𝑥𝑗𝑗𝑛𝑛 = 𝑓𝑓𝑛𝑛 ��𝑤𝑤𝑗𝑗𝑗𝑗𝑛𝑛 𝑥𝑥𝑗𝑗𝑛𝑛−1 + 𝑏𝑏𝑗𝑗𝑛𝑛

𝑗𝑗

� (1) 

 
where 𝑥𝑥𝑗𝑗𝑛𝑛 is the output, 𝑓𝑓𝑛𝑛 is the activation function of layer 𝑛𝑛, 𝑏𝑏𝑗𝑗𝑛𝑛 is the bias of the 𝑗𝑗th neuron in the 𝑛𝑛th layer, and 𝑤𝑤𝑗𝑗𝑗𝑗𝑛𝑛  

is the weight from the 𝑘𝑘th neuron of the (𝑛𝑛 − 1)th layer to the 𝑗𝑗th neuron of the 𝑛𝑛th layer. The loss function (𝐸𝐸) corresponds 
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to the magnitude of the error between the predicted values and true values. In this study, the loss function is defined as 
the root mean square error (RMSE), as follows [8]: 

 

𝐸𝐸 = �
1
𝑛𝑛
�(𝑦𝑦�𝑖𝑖 − 𝑦𝑦𝑖𝑖)2
𝑛𝑛

𝑖𝑖=1

 (2) 

 
where 𝑦𝑦�𝑖𝑖 and 𝑦𝑦𝑖𝑖 are the ith predicted output and the true value, respectively. Then, through an iterative process, the 

weights and biases are updated using gradient descent algorithms, as shown below: 
 

𝑤𝑤𝑗𝑗 = 𝑤𝑤𝑗𝑗 − 𝜂𝜂
𝜕𝜕𝐸𝐸
𝜕𝜕𝑤𝑤𝑗𝑗

 (3) 

𝑏𝑏𝑗𝑗 = 𝑏𝑏𝑗𝑗 − 𝜂𝜂
𝜕𝜕𝐸𝐸
𝜕𝜕𝑏𝑏𝑗𝑗

 (4) 

 
where 𝜂𝜂 is the learning rate. When the training process is complete, the accuracy of the network is evaluated using 

the testing dataset. In this study, the accuracy of the neural network to predict the outputs is also evaluated by RMSE. 
 

 
Fig. 1: Architecture of an artificial neural network with three hidden layers. 

 
2. Motivation and Problem Description 

One of the unique advantages of ANNs is their capability to develop correlations through datasets [9]. The data can 
be a set of scattered experimental data acquired under various operating and design conditions and documented as a 
bank of datasets in literature. Unlike regular input datasets that follow specified relations, there are no relations among 
the scattered data. Such limitation results in challenges for interpolation techniques to develop correlations through 
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scattered data [10]. Apart from this, there may be a lack of sufficiently large numbers of data that exist in literature; as a 
result, developing correlations through a low number of scattered datasets is even more challenging and requires more 
effective techniques such as ANNs. The prediction accuracy of an ANN strongly depends on optimizing the architecture of 
of the neural network, which corresponds to obtaining an appropriate number of hidden layers and neurons at each layer. 
However, the optimization of a network architecture is usually performed through the trial-and-error technique [11]. The 
The motivation of the present study is to evaluate the effect of the neural network architecture on the prediction accuracy of 
of an ANN. For this purpose, the accuracy of ANNs with different network architectures is assessed and compared by the 
prediction of the heat transfer coefficient (ℎ) in air-cooled heat sinks. Air-cooled heat sinks consist of a series of parallel 
rectangular cross-sectional channels separated by fins and are widely used for thermal management in broad applications 
due to their simplicity and low-cost manufacturing process [12]. Fig. 2 illustrates a schematic of a heat sink, in which 𝐻𝐻, 𝐿𝐿, 
and 𝑊𝑊ch are the channel height, length, and width, respectively, 𝑊𝑊 is the width of the heat sink, 𝑡𝑡𝑓𝑓 is the fin thickness, and 
𝑡𝑡𝑏𝑏 is the thickness of the base of the heat sink. 

 

 
Fig. 2: Schematic of a parallel plate-finned heat sink. 

 
In the present study, the input dataset is prepared using the correlations developed by Teertstra et al. [13] to predict ℎ in 

high aspect ratio parallel plate-finned heat sinks operating in laminar flow. The correlations consider the effects of both fully 
developed and developing flow between parallel plates, as follows: 
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Re𝑏𝑏∗ =
𝜌𝜌𝜌𝜌𝑊𝑊ch

𝜇𝜇
×
𝑊𝑊ch

𝐿𝐿
 (7) 

 
where 𝑁𝑁𝑁𝑁𝑖𝑖 is the ideal Nusselt number, Pr, 𝑘𝑘𝑓𝑓, 𝜌𝜌, 𝜇𝜇, and 𝜌𝜌 are air Prandtl number, thermal conductivity, density, 

viscosity, and average velocity in channel, respectively, and 𝑘𝑘𝑠𝑠 is the thermal conductivity of the solid (i.e., aluminium 
in this paper). In the present study, 65 different neural network architectures categorized in seven patterns are considered, 
and their accuracy for the prediction of ℎ is compared. The different architecture categories are a result of the pattern of 
the hidden layers and neurons inside the hidden layers and consist of (1) single-layer pattern (SLP), which corresponds 
to only a single hidden layer; (2) linear pattern (LP), which corresponds to multiple hidden layers in a series with one 
neuron at each layer; (3) rectangular pattern (RP), which corresponds to multiple hidden layers in a series with the same 
number of neurons at each layer; (4) square pattern (SP), which is a special case of rectangular pattern in which the 
number of neurons at each layer is equal to the total number of hidden layers; (5) backward triangular pattern (BTP) in 
which the number of hidden layers and the number of neurons at each layer form a network configuration like a backward 
triangle; (6) forward triangular pattern (FTP), which is similar to the BTP but with forward configuration; and (7) 
rhombus pattern (RHP), in which the number of hidden layers and the number of neurons at each layer form a rhombus. 
Tables 1 and 2 list the information about all neural networks in this paper. In these tables, ANN, NHL, NN, and Nt stand 
for the ANN’s number (i.e., ID), number of hidden layers in the architecture, number of neurons at each hidden layer, 
and total number of neurons in the network, respectively. 

 
Table 1: Information of the neural network architectures of SLP, LP, RP, and SP. 

Single-layer pattern (SLP) Linear pattern (LP) Rectangular pattern (RP) Square pattern (SP) 
ANN NHL NN Nt ANN NHL NN Nt ANN NHL NN Nt ANN NHL NN Nt 

1 1 2 2 16 2 1 2 25 2 2 4 37 8 8 64 
2 1 4 4 17 4 1 4 26 4 4 16 38 16 16 256 
3 1 8 8 18 8 1 8 27 6 8 48 39 32 32 1024 
4 1 16 16 19 16 1 16 28 8 16 128 40 64 64 4096 
5 1 32 32 20 32 1 32 29 10 32 320 41 128 128 16384 
6 1 64 64 21 64 1 64 30 12 64 768 42 256 256 65536 
7 1 128 128 22 128 1 128 31 14 128 1792     
8 1 256 256 23 256 1 256 32 16 256 4096     
9 1 512 512 24 512 1 512 33 18 512 9216     

10 1 1024 1024     34 20 1024 20480     
11 1 2048 2048     35 22 2048 45056     
12 1 4096 4096     36 24 4096 98304     
13 1 8192 8192             
14 1 16384 16384             
15 1 32768 32768             
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Table 2: Information of the neural network architectures of BTP, FTP, and RHP. 
Backward triangular pattern (BTP) Forward triangular pattern (FTP) Rhombus pattern (RHP) 

ANN NHL NN Nt ANN NHL NN Nt ANN NHL NN Nt 
43 2 2…1 3 51 2 1…2 3 59 3 1…2…1 4 
44 4 4…1 10 52 4 1…4 10 60 7 1…4…1 16 
45 8 8…1 36 53 8 1…8 36 61 15 1…8…1 64 
46 16 16…1 136 54 16 1…16 136 62 31 1…16…1 256 
47 32 32…1 528 55 32 1…32 528 63 63 1…32…1 1024 
48 64 64…1 2080 56 64 1…64 2080 64 127 1…64…1 4096 
49 128 128…1 8256 57 128 1…128 8256 65 255 1…128…1 16384 
50 256 256…1 32896 58 256 1…256 32896     
 
For all the ANNs, the input layer includes six neurons/inputs which are 𝑊𝑊, 𝐻𝐻, 𝐿𝐿, 𝑁𝑁, 𝑡𝑡𝑓𝑓, and Re (Reynolds number, 

calculated based on the hydraulic diameter of the channel). The output layer includes only one output, which is heat transfer 
coefficient. To make the problem close to the practical applications, it is assumed that there is only a limited available number 
of scattered datasets. Therefore, 200 scattered datapoints are selected from the following ranges: 5 cm ≤ 𝑊𝑊 ≤ 60 cm, 
5 cm ≤ 𝐿𝐿 ≤ 80 cm, 1 cm ≤ 𝐻𝐻 ≤ 5 cm, 0.6 mm ≤ 𝑡𝑡𝑓𝑓 ≤ 1 mm, 6 ≤ 𝐻𝐻 𝑊𝑊ch⁄ ≤ 15, and 400 ≤ Re ≤ 2200. Also, 𝑡𝑡𝑏𝑏 does 
not have any impact on the calculation of ℎ using Eqs. (5) to (7). Among 200 input data, 35% and 15% are chosen randomly 
for the training and validation, respectively. The remaining 50% is used for testing. The backpropagation algorithm is 
implemented for the training process. Also, 𝜂𝜂 = 0.001, and ReLU is the activation function due to its effectiveness. Adam 
optimizer is used to improve training speed and accuracy for updating the weights and biases [14]. 
             
3. Results 

All the trainings were performed for over 1000 epochs. The training process was converged when negligible changes in 
RMSE were obtained beyond a threshold epoch number. Then, the testing dataset was used for evaluating the accuracy of 
the neural networks to predict ℎ. Since an input dataset may have a wide range of values, it may reduce the accuracy of the 
ANN. To improve the prediction accuracy, the input dataset is normalized to be ranged between 0 and 1 [15]. Fig. 3 illustrates 
the RMSE of individual neural networks corresponding to the normalized input dataset. 

 

 
Fig. 3: RMSE for ANNs investigated in this study. 

 



 
 

 
 

 
 

 
HTFF 175-6 

Among seven categories of neural networks, the SLP and LP results in the highest and lowest accuracy, respectively. 
Among all neural networks, ANN 13 leads to the highest accuracy (i.e., the network with the lowest RMSE). 

 

 
Fig. 4: Prediction accuracy of ANN 13 with the lowest RMSE. 

 
Since the most accurate ANN has been identified, it can be used as a design tool to predict ℎ in air-cooled heat 

sinks. To evaluate the performance of ANN 13, its accuracy for predicting ℎ in 100 new heat sinks with a wide range of 
ℎ values is assessed and illustrated in Fig. 4. These 100 new heat sinks have not been observed by the ANNs before. 

  

 
Fig. 5: Prediction accuracy of ANN 61 with a high RMSE. 

 
To gain a better understanding of the impact of the optimized network architecture on the prediction accuracy, the 

same 100 heat sinks are used to assess the accuracy of ANN 61 as one of the ANNs with a high RMSE, as illustrated in 
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Fig. 5. The difference between the predicted and true values is calculated as �ℎ𝑡𝑡 − ℎ𝑝𝑝� ℎ𝑡𝑡 × 100⁄ , which ℎ𝑡𝑡 and ℎ𝑝𝑝 stand for 
the true ℎ that is obtained from the correlations, and predicted ℎ by the ANN, respectively. Based on Fig. 4, the ANN 13 
predicts ℎ with excellent accuracy given that the heat transfer coefficients of 60% and 86% of heat sinks are predicted within 
±10% and ±20% of true values, respectively. However, based on Fig. 5, ANN 61 results in a poor prediction such that only 
19% and 30% of heat transfer coefficients are predicted within ±10% and ±20% of true values, respectively. These findings 
indicate the crucial role of an optimized neural architecture on the prediction accuracy of ANNs as potential design tools in 
thermal management applications. 

 
4. Conclusion 

The important role of the optimized architecture of a neural network on the prediction accuracy of the ANN was 
demonstrated by comparing the performances of 65 ANNs that predict heat transfer coefficients of air-cooled heat sinks. The 
scatted input dataset was used for the training and testing processes to make the problem close to practical applications. 
While the network with an optimized architecture predicted heat transfer coefficient of 86% of heat sinks within ±20% of 
the true values, poor predictions were obtained by an ANN with an unoptimized architecture as the heat transfer coefficients 
of only 30% of heat sinks were predicted within ±20% of the true values. 
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