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Abstract - The language communication of social robots has a great significance meaning for improving the robot's intelligence and 

humanity.This research explores the impact of the dialogue type and voice parameter settings of social robots in the education industry 

on their perceived personality traits and acceptance, and constructs the principles and models of voice applications for robots that are 

suitable for the education industry.The study included the influence of the educational robot's dialogue type and speech parameters, 

gender , fundamental frequency, and speech rate. Through the control of robot's speech and dialogue content, to measure the personality 

of the robot during the interaction between the subjects and the robots. The experiment invited 32 subjects to conduct VHRI robot 

experiments, which was found that there is a significant interactive effects among the dialogue types and voice parameters of social 

robots used in the education industry. In addition, the gender of sound and fundamental frequency can improve the personal characteristics 

of robot extroversion (E), agreeableness (A),conscientiousness (C), openness (O), and anti-neurotic (N). Speech rates can improve the 

robot's agreeableness(A), conscientiousness (C), anti-neurotic (N), openness (O) and other characteristics. This study confirmed that the 

robot's dialogue types and voice parameter setting can be used to improve the robot's perceptual personality traits to improve its humanity. 

On this basis , the results will help social robots play their professional role in the application of education better and get better integrate 

into human society ,at the same time, it provides references for the voice parameters design of social robotics in different industries in 

the future. 
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1. Introduction 
In recent years, social robots have entered the educational environment, and predictions indicate that this trend will 

continue to stabilize.[1] Social robots for education include a variety of robots having different roles.Many scholars believe 

that robot technology provides significant new benefits in all levels of education. However, the degree of humanization of 

social robots is still low, and without effective emotional interaction with users, it is difficult to be as vivid and natural as 

human-to-human interaction, resulting in their low acceptance among the general public. By adjusting the social cues of the 

robots and designing effective emotional interactions to improve the humanity of the social robots, it is considered to be a 

key method to improve the current low acceptance status of social robots.[2]-[6]    

Fong et al.[7] have done a more comprehensive robot social clue sorting, including appearance, behavior, facial 

expression, speech and so on. These social cues can be divided into two categories: 1.Language interaction: language content 

itself, sound; 2.Non-verbal interaction: appearance, action, expression, gaze.[8]Compared with the study of non-verbal cues, 

the study of social robotic language cues is still lacking. This may be due to the slow development of the previous artificially 

synthesized speech technology without major technological breakthroughs. In recent years, the development of synthetic 

speech technology has made social robots, which use voice interfaces for interaction, become mainstream. From the 

perspective of the listener, the language communication cues belong to two sources of information, one is verbal channel, 

and the other is vocal channel. To improve the robot's voice interaction experience, the adjustment of verbal and vocal 

channels are crucial. But the current empirical research on the impact of social robots' voice on users' experience is very 

limited, and it is impossible to establish a set of application guidelines. 
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With the continuous improvement of robot-related technologies such as artificial intelligence, in the future, social robots 

in different industries should be able to automatically adjust their own voice parameter settings (such as fundamental 

frequency and speech rate) according to the changes in their dialogue content, potentially improving their own dialogue. The 

degree of humanization, getting rid of the rigid and mechanical image, allows artificial intelligence to play its greatest value 

in social robot applications. Therefore, the purpose of this research is to improve the humanization degree which is shown 

in the voice interaction of social robots used for education and to increase user acceptance. Specifically, this study explores 

the effects of social robot dialogue types and voice parameters (gender, fundamental frequency, speech rate) used in 

education on their perceived personality traits and acceptance, and compares the differences and preferences of users' 

judgments of personality traits triggered by the voice of educational robots. 

 

2. The Voice Research of Robots 
2.1. Sound and Vocal Characteristics 

As we all know, sound is caused by vocal cords or vocal vibrations, which causes air molecules to vibrate to form sound 

waves. There are three key factors of sound: pitch, volume, and timbre. Among them, (1) tone refers to the frequency of 

sound wave vibration, the unit is hertz (Hz), the faster the vibration, the higher the frequency, and the higher the sound 

frequency.(2) Volume refers to the amplitude of sound wave, the unit is decibel (dB), the greater the amplitude of sound 

wave vibration, the greater the volume.(3) Tone refers to the waveform of the sound wave itself. The sound waves, which 

are generated by the vibration of different sounding bodies, are different.Human voice is more complicated than sound, 

because human voice comes from the vibration of vocal cords to drive air to resonate in the chest cavity, abdominal cavity 

and skull, and then it will be affected by the shape of the nose and lips during the output process Interference[9].Previous 

researchers, on the one hand, asked the vocalist to pronounce normally when receiving vocal research samples, on the other 

hand, they used Fundamental frequency (F0), also known as fundamental frequency, to describe the vocal frequency[10].The 

fundamental frequency refers to the lowest frequency of the composite wave formed by human voice in vocalization, which 

can be measured by using spectrum analysis software[11][12].It is the current voice  that is the most commonly used by 

research indicators in the study of acoustics. 

 
2.2. The Voice Research of Robots 

Regardless of whether it is a human or a robot, some characteristics of speech, such as fundamental frequency (FO), 

loudness and speech rate are considered as the basic indicators of speech showing different personality traits [13]. The 

loudness, speech rate, frequency, and pause of the voice can help people understand the content and emotional state of the 

other party [14].  

The control of Fundamental Frequency is the most commonly used variable for generating different speech [15][16][17], 

which can be used for Control the gender, personality traits of the voice. For example, [4]used fundamental frequency control 

to generate robots with male and female voices. [18] controlled the fundamental frequency in the study to produce robots 

with extroverted and introverted personality traits. The pitch range refers to the difference between the highest frequency 

and the lowest frequency in a piece of speech[19]. The frequency range affects the listener's emotions, usually the frequency 

range of sadness is smaller, and the frequency range of happiness or anger is larger. Loudness is usually measured in decibels 

(dB), which is a logarithmic unit of measurement of the ratio of two values [19]. A soft voice (low volume) indicates 

boredom, while a loud voice indicates emotions such as happiness or anger. Speech rate refers to the speed of speech and 

pauses in sentences. Speech rate is usually measured in words/minute (wpm: word-per-minute), or syllables/minute (spm: 

syllables-per-minute ), the pause in the statement can be measured in seconds. Speech rate can affect human emotions and 

perceived personality traits of robots. Happiness and anger usually speak faster, and sadness usually speak slower[20]. 

Harwood [21]research believes that when the speed of English is 125-225 words/minute, it will not have a significant impact 

on the understanding of native English speakers. Jones et al.[22]defined a normal speech rate of 155 words per minute, or 

237 syllables per minute. 

In addition to the above factors, Gender is also a key factor. Studies have shown that human voice has obvious 

dimorphism, which is due to differences in the physiological structure of the vocal cords between men and women[23].The 
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length of the male vocal tract is longer than that of the female, so the overall frequency of the sound is lower. People have 

different preferences for voice gender, and this preference is related to gender stereotypes. 

 

3. Research on the Perceived Personality Traits of Social Robots 
Among the various of social characteristics, personality traits are considered to be important factors in interpersonal 

relationships and human-computer interaction. According to the CASA paradigm "Computer as Social Actors", people tend 

to think of computers and robots as a social role[24].People will be willing to apply human social norms to computers and 

robots, treating them as if they were humans. The previous research in the field of psychology has provided a sufficient 

theoretical based on human personality traits[25]. One of the most widely accepted in robotics research is the Big Five 

Theory[26] which has been developed in the field of psychology for more than 50 years [25]. Norman [26] proposed five 

personality dimensions (emotional stability, extroversion, pleasantness, rigor, culturality) in the study, which is the basis of 

the later five personality.Subsequently, Costa et al.[27]others further defined and named the five major personalities as 

Extraversion, Agreeableness, Conscientiousness, Neuroticism, Openness experience, and the published Five Factor Scale 

(NEO-PI-R) has developed into the most perfect five personality models[27][28]. 
 

4. Methods 
4.1 Voice Sample Setting and Production 

There are generally two ways to make sounds used in robot experiments. The first is to record human voices, and the 

second is to use synthetic voices. The advantage of recording human voice is that it is rich in emotions, but it is difficult to 

quantify and it is difficult to copy. Although the synthesized vocals are not as rich in emotion as in recorded vocals. They 

are easy to copy and help subsequent verification.Chinese Speech System HKUST Xunfei Synthetic Speech is one of the 

most powerful systems for synthesizing Chinese speech. Its synthesized speech is closer to the real human voice than the 

commonly used Chinese synthesized speech systems such as Miss Google and Mac computer speech. Therefore, the robot 

sound of this research was selected to be produced by the HKUST Xunfei speech synthesis system. 

The previous research results of this study show that the sound samples of medium and low fundamental frequencies 

are highly accepted in the application of educational robots, and there is obviously a dimorphism of human 

voice.Therefore, this study selected two adult male and female voices generated by the HKUST Xunfei speech synthesis 

system. The female voice comes from the human voice: Xiao Yan, and the male voice comes from the human voice: 

Yifeng. Tay et al.[4] defined fast speech rate = 216 words per minute and slow speech rate = 184 words per minute in a 

previous study. Dou et al. [12] defined Female frequency = 228.49Hz; male frequency = 133.55Hz. Based on the above 

research, this study uses Adobe Audition CC to control the fundamental frequency and speech rate[29]. Based on the 

original voice generated by the system, the tone changes, decreases, accelerates, and decelerates to control the type of 

voice change. Because Apple et al.[30]explored the effect of vocal frequency and speech rate on the listener’s perception 

of the speaker’s personal attribute, the experiment used 80%-120% as the frequency change interval. The speed is 70%-

130% as the change interval. High frequency voice is used 20%. In order for listeners to be able to recognize the difference 

in the frequency of two voices, the fundamental frequency of the sound needs to differ by more than 50[31]. After 

generating samples of speech parameters, we used praat to analyze the average speech rate/average fundamental frequency 

of the speech samples. 

 
4.2 Robot Dialogue Content Setting 

Previous research usually divided the robot dialogues system into two types, according to the different contents of the 

dialogues, task-oriented dialogues and non-task-dialogues.The task-oriented dialogues of the robots, applied in the 

education industry in this study, refers to the dialogue process in the study of Serholt [32], and the dialogue on the theme of 

the temple door stone lion. Non-task-dialogues scripts have no conversation theme and are mainly based on chat.The 

research collected the views of the subjects (N=5, male=2, female=3, mean age=20.40, standard deviation=0.80) on the 

non-task-dialogues of educational robots. Invite them to provide five sets of questions based on "what do you want to talk 

about if you chat with an educational robot, and how to answer them", and choose five sets of dialogues. 
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4.3 Robot Personality Trait Questionnaire 
The experiment used a questionnaire to collect data, and the dependent variable was the evaluation of social robot 

personality traits. Discussed earlier on the personality traits of robots. Most of the current researches use the Big Five 

Theory as the theoretical basis, but it is difficult for the subjects to complete a lengthy questionnaire in the robot 

experiment[33], and the first-person question questioning method is not suitable for robot experiments.[34] In the previous 

study, 13 vocabularies from the five major personality theories were used to investigate the impact of the robot's shape on 

the special personality perception. The advantage of this questionnaire is to improve the problems of the five personality 

scale question items and the first-person questioning method. It has been used in the measured robot's perceptual 

personality quality, so this research use this questionnaire item to measure. In addition, this study also add an overall 

evaluation question based on this questionnaire.Questions were measured by using the 7-point Likert scale, 1=very 

disagree, 7=very agree 

 
4.4 Experimental Design 

The humanoid robot Alpha 1 Pro (Figure 1) was selected for experiments. AlphaIPro is a small robot (401*198*124mm) 

developed by UBtech, which has been used in previous robot research[35].Alpha 1 Pro has a built-in 3w speaker, but  Alpha 

1 Pro cannot produce many types of sound. In order to facilitate the experiment, a small Bluetooth speaker was connected to 

the robot and behind the robot. Based on the principles of VHRI's experimental method, the robot Alpha 1 Pro communication 

with a real person, and recorded the video of educational robot, obtaining 16 video clips. In order to break the limitations of 

technology and improve the prospectiveness of this research, the main experimental method used in this study is video-based 

human robot interaction (VHRI), which is one of the mainstream experimental examples of social robot research[36][37]. 

The subjects can start the experiment by watching the recorded video of the actual interaction between the person and the 

robot[38], which can try to avoid the change in feelings caused by the change in the dialogue between the individual and the 

robot. 

There are total of 43 subjects tested. After excluding invalid questionnaires, 32 valid questionnaires were finally 

obtained. (mean age=21.63, standard deviation=2.13, age range 19-29, male=15, female=17) The subjects from a college of 

design in Taiwan and a business school in a college in mainland China. Before the experiment, each participant who 

participates in the experiment will be required to make an appointment in an experimental group ‘each group of 1-3 subjects, 

plus one staff member. When the subjects arrive at the laboratory, they will get an information sheet to introduce the 

experiment content, telling them that they only need to pay attention to the robot's voice and dialogues content during the 

experiment. And then they need to complete a simple questionnaire to collect basic demographic information, such as their 

age, gender, and experience by using robots. In the experiment, the distance between the subjects and the video is within 2 

meters, and the staff will play 16 experimental videos in random order. After each video is played, the staff will tell the 

subject to start filling out the questionnaire and confirm that everyone has completed the questionnaire after playing the next 

video. At the end of the experiment, each subject will receive 16 questionnaires. 
 

5. Result 

5.1 Reliability Analysis of Questionnaire of Personality Trait of Robot Perception 
Data was analyzed using SPSS 21. The five personality traits showed that Cronbach’s Alpha were all higher than 0.60. 

The results showed that the reliability of the five facets was between 0.6-0.8, and the reliability was higher. 

5.2 Education industry, the type of dialogues and speech parameters on perceptual personality traits 
For educational robots, adjusting the dialogue types and fundamental frequency factor can significantly improve the 

robot extroversion of user’s perception. Therefore, when educational robots need to highlight extroversion, non-task dialogue 

can be used combination with high fundamental frequency sound settings. On the characteristics of agreeable (A), it can be 

found that for educational robots, adjusting the voice gender, fundamental frequency, and speech rate factor can significantly 

improve the user's perception of robots' agreeable. Therefore, when educational robots need to highlight the agreeable, non-

task dialogues can be used and combined with male voices low frequency and fast voice settings. On the characteristics of 

conscientious (C) when the educational robot needs to highlight the conscientious, male voices, low frequency, fast speech 

speed settings can be used. About the anti-neurotic (N) that for educational robots, adjusting the dialogue fundamental 



 

 

 

 

 

 

151-5 

frequency and speech rate factor can significantly improve the robot's anti-neurotic of user’s perception. Therefore, when 

educational robots need to highlight the Anti-neurotic, male voices combined with low frequency, fast speech speed setting 

can be used. Openness (O) When the educational robot needs to highlight the openness, it can adopt a task-oriented dialogue 

with female voices, low frequency and slow speech voice settings. 

 
6. Discussion 
6.1 Future Suggestions 

In addition to the education industry mentioned in this research, the application prospects of social robots in certain 

occupational fields are also very broad, such as shopping mall robot receptionists, public assistants, family companion robots, 

etc.[39]-[44]. In the future, we can refer to the research on the setting of educational robot voice parameters and dialogue 

types, and continue to study for different industries. 

 
6.2 Limitations 

In the HRI experiment, the sound and shape of the robot will inevitably be linked together, and it is almost impossible 

to use a neutral humanoid robot without gender and age implications. For example, the commonly used robot "Pepper" is 

thought to look like a teenage boy. Therefore, we emphasized to the subjects in the experiment that they only evaluate the 

feeling caused by the robot sound, ignoring the shape part, hoping that this can offset the impact of some shapes. Subjects in 

the experiment are easily influenced by the content of the dialogue. Although this study considers the influence of dialogues 

content, the dialogues content is divided into two types: task-oriented and non-task-oriented, however, there is still a big 

adjustment space in the details of the specific dialogues. Each sentence in the interaction may affect the subject's judgment 

of the robot's personality traits. In future research, we can consider modifying the content of the dialogues, and further explore 

the impact of the change in the dialogues content on the personality traits of robot perception. 

 

7. Conclusion  
This study provides guidelines for Voice Parameters of Social Robots Applied in Education Industry.Through 

experiments, it is found that the voice of the educational robot can be male or female. But the difference is that male voices 

low frequency and slow voice setting are more receptive by the users when conducting non-task dialogues. In task-oriented 

dialogues, the female voices low frequency and slow voice parameters are more accepted by the users. Therefore, it is best 

for educational robots to use low frequency and slow voice parameter settings. When highlighting the five personality traits 

of educational robots, it is best to set the low frequency and fast voice of male voices under non-task dialogues. In task-

oriented dialogues, in addition to highlight extroversion personality traits need to set high frequency voices , low frequency 

voices are recommended for the other four personality traits. This research, through the design guidance of speech 

parameters, will help educational robots have a higher sense of user acceptance and a better user experience in the education 

field in the future, and also provide speech parameters for social robots in other fields. The design provides design reference. 
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