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Abstract - Human-robot collaboration in factory automation improves efficiency and safety, especially in chemical plants. A framework 

proposed in this paper combining super-resolution, facial recognition, and image segmentation monitors personnel, prevents hazardous 

area entry, and sends real-time alerts. The proposed system enhances low-resolution face images using two neural networks for feature 

extraction and reconstruction, optimized with momentum, Adam, and RMSprop for fast convergence. Evaluated on open-set datasets, it 

outperforms existing methods in both PSNR and SSIM, respectively. Facial recognition is then implemented via FaceNet with the 

reconstructed high-resolution images and then combined with image segmentation to prevent human entry into hazardous areas, and send 

real-time alerts, improving automation and reducing costs while offering scalability to other industries.  
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1. Introduction 
Usually, in chemical plants, where numerous pieces of equipment and experimental chemicals are installed, safety is a 

paramount and critical issue, especially when personnel accidentally enter hazardous areas. Despite the use of traditional 

monitoring and recording devices, common human factors, such as forgetting to wear safety badges or failing to use 

monitoring devices correctly, may not be addressed in real time. To enhance risk control and safety in the plant, employing 

facial recognition technology to track personnel will make chemical plants more automated and globally advanced. 
Using facial recognition to monitor hazardous areas in chemical plants can be carried out through the following steps: 

First, the hazardous areas should be classified. Hazardous areas within the plant must be meticulously classified and assessed 

by evaluating their accessibility to determine if unauthorized personnel can easily enter, classifying areas based on their level 
of danger (e.g., control rooms, safety zones, and gas storage areas), analyzing the speed of potential changes in hazardous 

incidents to identify areas requiring real-time monitoring, and examining detailed maps and personnel flow during busy 

periods to define entry and exit regulations as well as monitoring requirements. Through the above analysis, the plant's 

hazardous areas can be categorized into different safety levels, laying the foundation for subsequent operations. Then adopt 
segmentation technology to precisely divide internal areas of the plant. By analyzing maps and surveillance images, the plant 

can be segmented into safe areas and hazardous areas. Then, integrate facial recognition technology to input plant personnel 

data into the monitoring system, enabling real-time tracking of whether personnel have entered hazardous areas. Notifications 
can alert workers to avoid danger, and warnings can be activated. By combining facial recognition and segmentation 

technologies, human-factor-related safety risks can be significantly reduced, and the safety and efficiency of chemical plants 

during busy operations can be greatly improved. 
The height of factories is typically quite high, causing objects to lose clarity as the distance increases. To enhance image 

clarity, high-resolution cameras can be used, but they are costly. To reduce costs, standard cameras can be utilized in 
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combination with super-resolution techniques to improve image quality. This study adopts the latter approach to 
minimize factory construction costs. 

We can use super-resolution techniques to reconstruct high-resolution images from the corresponding low-resolution 

images. Super-resolution technique is one of the major research topics in image processing as it can be widely used in 

medical imaging, satellite imaging, face recognition, high-definition television (HDTV) and so on. 
Face hallucination is categorized into three types: interpolation-based [1], reconstruction-based [2], and learning-

based methods [3]. Interpolation-based methods are simple but produce poor-quality results. Reconstruction-based 

methods offer better quality but are time-consuming. Learning-based methods deliver the best results but require a 
lengthy training phase and a testing phase. 

Convolutional Neural Network (CNN) is popularly used in the learning-based method. For image processing, we 

can use CNN to process the super-resolution image. The Super Resolution Convolution Neural Networks (SRCNN) 
method was proposed by Dong, et. al. [4], then successively followed by many other researchers. The Very Deep Super 

Resolution (VDSR) method [5] and the Deeply-Recursive Convolutional Network (DRCN) [6] were proposed by Kim 

et. al. Yamanaka et. al. proposed Deep CNN with Residual Net, Skip Connection and Network in Network (DCSCN) 

[7]. To further improve PSNR/SSIM of the facial hallucination obtained from small size images, some researchers had 
proposed their methods using other various convolution neural networks including iterative back-projection [8], and 

recurrent network and reinforcement learning [9]. The image quality obtained by these methods was better than that 

achieved by CNNs previously. 
Building on the successes of deeper CNN layers by Kim et al. [5] [6] and skip connections by Yamanaka et al. [7], 

these methods improve super-resolution image quality. Color information also aids in generating better results, and deep 

CNNs effectively model complex details. This study proposes a CNN architecture for face hallucination, consisting of 
two parts: a feature extraction network and a reconstruction network, both with deeper layers and new loss functions for 

training.  

As for exactly identifying the internal areas of the plant, deep learning architecture is also used. Y. Wang et al. [32] 

reviewed both traditional and modern object segmentation approaches, comparing their strengths, weaknesses, and 
utilities. For deep learning, X. Lyv et al. [33] introduced DeepMerge that integrates deep learning and region adjacency 

graphs for effective segmentation of large very high spatial-resolution remote sensing images.  

 

2. Related Work 
2.1. Super-Resolution Image 

The higher the resolution of an image, the denser the pixels in the image. Visually, high-resolution images look 

more detailed than low-resolution images. Fig. 1. shows the visualization of a face image with different resolutions. 

 

 
Fig. 1. The visualization of a face image with different resolutions (https://sapc.co.uk/high-resolution-images/) 

 

Let 𝜒be a high-resolution image and 𝜓 the corresponding low-resolution image, where S and 𝜃 are the sampling 

operator and low pass filter. The relation is then expressed in Eq. (1).  
 

𝜓 = S 𝜃 𝜒                                                                                 (1) 
Until now, there are a lot of methods which have been proposed to produce super-resolution images. Especially for 

deep learning, SRCNN [4] is the first method using CNN for super-resolution. This method is often used as a benchmark in 

developing methods to produce super-resolution using deep learning. 
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The next method named as Efficient Sub-Pixel Convolutional Neural Network (ESPCN) was proposed in [10]. It 
expands the output feature channels to save extra points for increasing resolution and then reset these points to get high 

resolution output via certain mapping criteria. Following up, the Fast Super Resolution Neural Networks (FSRCNN) was 

proposed in [11]. This method is the first to use normal deconvolution to reconstruct high-resolution images from a 

corresponding low-resolution feature folder. Furthermore, Kim et. al. proposed two methods, Very Deep Super Resolution 
(VDSR) [5] and Deeply-recursive Convolutional Network [6]. The former uses a very deep convolution network, which 

consists of 20 CNN layers, while the latter also uses very deep and recursive processing networks. The next method is the 

Deep Recursive Residual Network (DRRN) which was proposed in [12]. It rearranges unit residues in the recursive topology 
to form recursive blocks. The next method is the Laplacian Super-Resolution Network (LapSRN) which was proposed in 

[13]. In this method, to produce the high-resolution (HR) image output, the Laplacian pyramid structure is used and LapSRN 

is composed by two major branches; one for feature extraction and the other is for image reconstruction. Furthermore, in 
[14], they proposed two methods using the generative adversarial network (GAN) and named as SRGAN and Super 

Resolution Residual Network (SRResNet). Both PSNR and SSIM obtained from SRResNet are better than those of SRGAN. 

The next method named as Memory Network (MemNet) was proposed in [15]. Here, the normal convolution on basic 

DenseNet blocks has been replaced by a recursive residual unit. In [16], they proposed a method named as Residual Dense 
Network (RDN). This method has been developed using RDN blocks. The basic convolution unit in the block has densely 

connected like DenseNet, and at the end of the RDN block, the bottleneck layer is used to follow residual learning throughout 

the block. In [17], Lim and Lee proposed a method named as Enhanced Deep Residual Networks (EDSR). This method 
makes improvement to the previous method from three aspects, namely: (1) eliminating BN; (2) increasing the number of 

output parameters on a large scale for each layer; and (3) initializing parameters with a pre-trained x2 network when training 

x3 and x4 models. In [18], Haris et. al. proposed the Deep Back Projection Network (DBPN). This method uses the deep 
CNN architecture to perform iterative back-projection simulations and further improve performance with dense connections. 

Note that this method can reach the x8 scale. A fast and accurate image super resolution method with shallow network was 

proposed by Yamanaka et. al. in [7]. This method uses a relatively shallow network, which only has eleven CNN layers, 

seven layers for feature extraction and four layers for reconstruction. The PSNR and SSIM of the methods listed above are 
shown in Table 1. 

 
Tabel 1. PSNR and SSIM values for deep learning-based methods applied to a super-resolution image with a scale factor of 4. 

Models PSNR/SSIM  Train data Layers 

SRCNN  [4] 30.49/0.8628 ImageNet Subset 3 

ESPCN [10] 30.90/- ImageNet Subset 3 

FSRCNN [11] 30.71/0.8657 G100+Yang91 5 

VDSR [5] 31.35/0.8838 G200+Yang91 20 

DRCN [6] 31.53/0.8838 Yang91 20 

DRRN [12] 31.68/0.8888 G200+Yang91 54 

LapSRN [13] 31.54/0.8855 G200+Yang91 24 

SRResNet [14] 32.05/0.9019 ImageNet Subset 16 

SRGAN [14] 30.64/0.8701 ImageNet Subset 37 

MemNet [15] 31.74/0.8893 G200+Yang91 80 

RDN [16] 32.61/0.9003 DIV2K 149 

EDSR [17] 32.62/0.8984 DIV2K 69 

MDSR[17] 32.60/0.8982 DIV2K 166 

DBPN [18]  32.47/0.898 DIV2K+Flickr+ImageNetb 46 

DCSCN [7] 33.05/0.9126 Berkeley Segment Dataset 11 

 
2.2. Face Hallucination 

Researchers propose alternatives to SR methods as they often fail on very low-resolution face images. Some of them 
are listed in the following. Cao et al. [19] used deep reinforcement learning. Zhang et al. [20] used Super-Identity CNN, and 

Grm et al. [21] adopted GANs. 
 

3. Face Hallucination Using Deep Learning 
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3.1. The Architecture 

As mentioned previously, the proposed method in this paper consists of two main components: the feature extraction 

network and the reconstruction network. The former uses convolution layers to capture the most relevant image features, 
while the latter employs deep layers to generate the face hallucination.  

First, some basic convolution blocks are defined, each consisting of a convolutional layer, a batch normalization layer, 

and a ReLU activation function. These blocks can vary based on the kernel size and the number of channels used. 𝐶𝐵0(𝑟, 𝑐) 

is a control block whose kernel size is  𝑟 × 𝑟and channel number is 𝑐. For example, 𝐶𝐵0(1,3) means 𝑟 = 1 and 𝑐 = 3. 𝐶𝐵5
𝑖   

(𝑟, 6𝑖, 12𝑖, 24𝑖, 48𝑖, 96𝑖) represents a cascade of five 𝐶𝐵0 blocks, each with a kernel size of 𝑟 × 𝑟 and the channel numbers 

are 6𝑖,  12𝑖,  24𝑖, 48𝑖, and 96𝑖.  𝐶𝐵10
𝑖   (𝑟, 6𝑖, 12𝑖, 18𝑖, 24𝑖, 30𝑖,  36𝑖, 42𝑖, 48𝑖,  54𝑖, 60𝑖) represents a cascade of five 𝐶𝐵0 

blocks, each with a kernel size of 𝑟 × 𝑟 and the channel numbers are 6𝑖,  12𝑖, 18𝑖, 24𝑖, 30𝑖, 36𝑖, 42𝑖, 48𝑖, 54𝑖, and 60𝑖. 

The detailed description of each part is shown in Figure 2; PartI (Feature Extraction Network): The feature extraction 

network is composed of three cascaded blocks: 𝐶𝐵5
1 ,  𝐶𝐵5

2  and 𝐶𝐵5
3  and Part II (Reconstruction Network): The 

reconstruction network is composed of three cascaded blocks: 𝐶𝐵10
1 ,  𝐶𝐵10

2  and 𝐶𝐵10
3 . 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

 
Fig. 2. System Architecture 

 
3.2. Training 

We used the database from Yang et.al. [22] and the database from Berkeley Segmentation [23] for training and both 

databases contain 96 images and 200 images, respectively. Our training process is divided by a scale of factors 2, 3, 4, 8, and 

16. Each scale represents the desired level of image resolution enhancement. For example, a scale factor of 2 is used for 

doubling the input image resolution (x2), a scale factor of 3 for tripling it (x3), and so on. 

In general, the training is similar to other CNN training processes by minimizing the loss function ℒ. Here, we use the loss 

function defined in Eq (2). 

 

𝓛 = (∑ ‖𝒂(𝒙) − 𝓰‖)𝟐𝒏
𝒊=𝟏                                                                                 (2) 

where 𝑎(𝑥) is the output of the network, ℊ is the ground truth image, and 𝑛 is the number of data. 

We used the RAdam optimizer for training; the RAdam optimizer was configured with β₁ = 0.9, β₂ = 0.999, and 𝑒𝑝𝑠 

= 1e-8, and weight decay was set to 1e-4. Training ran for 16,000 epochs, batch size 16, with the learning rate starting at 1e-

3 and reducing to 5e-4. The learning rate was reduced to 90% if the loss did not change for 20 epochs, stopping when the 
final rate was reached. 

 

4. Experimental Results 
4.1. Data Sets 
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GT          Ours          NN          Bicubic     RCNN    SRCNN-IBP 

In this research, we evaluate the proposed method using six publicly available databases. These databases encompass 
a wide range of variations, including pose, expression, lighting, background, and illumination. A summary of the six 

databases is provided below:  

 PubFig [24] is a face database with 58,797 images of 200 people. The images vary in size, pose, and background. 

 BioID [25] has 1,521 grayscale images (each of 384x286 pixels) with varied backgrounds, face sizes, and lighting. 

 LFW database [26] has 13,233 images (each of 512x512) pixels with varied backgrounds and poses. 

 CelebA [27] has 10,177 identities and 202,599 face images.  

 SCface [28] has 4160 static images of 130 subjects in visible and infrared spectrum.  

 The extended Yale Face Database B [29] has 16128 images of 28 human subjects, 9 poses and 64 illumination conditions. 

 
4.2. Experimental Setting 

To evaluate the proposed method, we conduct experiments using two distinct settings. The first is limited to the face 
area, adhering to the protocol established by [8]. The second is expanded to include both the face and neck, following the 

protocol outlined by [9]. These protocols are designed to ensure a fair comparison between the proposed method and 

previously existing approaches. 
For the first experiment, we use the LFW database to evaluate the proposed method, following the protocol in [8]. The 

original 250x250 images are cropped to 128x128 for the face area. Downsampling is then applied with scales of 2, 3, 4, and 

8, resulting in low-resolution images of 64x64, 42x42, 32x32, and 16x16 pixels, respectively. Each downsampled image is 

reconstructed to the ground truth size of 128x128 pixels for face hallucination.  
 

4.3. Comparison with Existing Methods in the First Experimental Setting 

We compared our method to state-of-the-art face hallucination methods with a scale factor of 4, using released codes 

and consistent settings. We used the bicubic as a base benchmark and compared it to some other existing methods i. e. 

PRDRN [3], SRCNN [4], VDSR [5], DCSCN [7], SRCNN-IBP [8], SRGAN [14], DRL [19], ScSR [22]. The comparison 
results in terms of PSNR and SSIM are shown in Table 2, while the visual comparisons are shown in Fig. 3. 

Figure 3 and Table 2 show that our method outperforms previous methods in PSNR, SSIM, and visual clarity of 

reconstructed face images. 
 

 
 

Fig. 3. The visual comparisons between the proposed method and some existing methods by setting scale factor to 4. 

 

Table 2. Comparison of the proposed method with other approaches using downsampling at a scale factor of 4. 
Method PSNR SSIM 

Bicubic 29.75 0.831 

DCSCN [7] 30.38 0.814 

DRL [19] 32.93 0.910 

PRDRN [3] 31.26 0.9049 

ScSR [22] 29.77 0.841 

SRCNN [4] 30.84 0.856 

SRCNN-IBP [8] 30.90 0.859 

SRGAN [14] 30.94 0.8936 

VDSR [5] 31.14 0.9033 

Our Method 33.16 0.9582 

 
4.4. Comparison with Existing Methods in the Second Experimental Setting 

Following the protocol outlined by Shi et al. [9], six public databases: CelebA, BioID, LFW, PubFIG, SCFace, and 

Extended Yale B were used for the second experiment. Here, the size of image cropping obtained is 160x120 pixels for all 
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databases except LFW database which is 128x128 pixels. Furthermore, we use downsampling factors 4, 8, and 16 to make 
LR images. Thus, the images input to system for each scale are 40x30, 20x15, and 10x8 except images from LFW database 

whose input sizes are 32x32, 16x16, and 8x8, respectively. To obtain high-resolution (HR) images, the LR inputs were 

upscaled using magnification factors of x4, x8, and x16, respectively. 

The performance of our results was compared with several existing methods, including Bicubic, SRCNN [4], VDSR 
[5], BiCNN [30], GLN [31], SRGAN  [14], Attention-FH [9], based on PSNR and SSIM metrics. 

The PSNR and SSIM results are presented in two separate tables. As shown in Tables 3, the proposed method 

outperforms the previous methods in PSNR, producing reconstructed images closer to the ground truth. Meanwhile, Table 4 
shows the SSIM of the reconstructed image using the proposed method. Compared to the SSIM values obtained by previous 

methods, some of our results show slight improvements, while overall, all cases demonstrate better performance than the 

previous methods. 
 

Table 3. Comparison of PSNR values with other methods. 

Database Scale Method 

Bicubic SRCNN  VDSR BiCNN GLN SRGAN  Attention-FH  Our 

CelebA 

x4 25.76 26.01 28.38 24.93 29.92 28.17 30.56 32.401 

x8 21.84 22.64 24.46 21.32 25.48 24.37 26.14 27.461 

x16 18.78 19.80 20.07 19.01 21.20 21.99 22.63 22.845 

BioID 

x4 24.59 25.71 29.38 23.16 26.71 28.16 33.38 33.851 

x8 20.24 21.71 23.95 20.14 22.03 23.23 27.81 27.852 

x16 17.15 18.45 19.41 17.11 19.85 21.59 23.48 23.577 

LFW 

x4 26.79 28.94 32.11 26.60 30.34 31.41 32.93 33.169 

x8 21.92 23.92 24.12 22.62 24.51 25.49 27.81 28.215 

x16 19.95 21.34 22.4 20.82 22.44 23.01 23.13 23.535 

PubFIG 

x4 24.76 25.21 28.05 24.35 26.12 27.44 28.87 28.895 

x8 20.75 21.31 21.94 20.69 21.33 23.45 23.59 23.612 

x16 17.89 18.48 19.28 18.13 18.73 20.25 20.31 20.968 

SCFace 

x4 26.15 26.54 31.59 26.04 29.84 30.10 34.01 34.121 

x8 20.83 21.68 24.12 20.14 24.10 24.72 26.04 26.313 

x16 17.15 18.45 20.32 17.11 18.28 20.63 22.19 22.316 

Yale B 

x4        33.021 

x8 24.67 25.69 26.57   25.98 27.32 28.89 29.011 

x16        22.618 

 

Table 4. Comparison of SSIM values with other methods. 

Database Scale Method 

Bicubic SRCNN  VDSR  BiCNN GLN  SRGAN  Attention-FH Our 

CelebA 

x4 0.8565 0.8634 0.8890 0.9148 0.8956 0.8956 0.9211 0.93038 

x8 0.7514 0.7762 0.8077 0.8290 0.8290 0.8066 0.8411 0.84381 

x16 0.6511 0.7872 0.6980 0.7331 0.7331 0.7552 0.7628 0.76928 

BioID 

x4 0.8538 0.8767 0.9066 0.8926 0.8926 0.9012 0.9571 0.95803 

x8 0.7405 0.7800 0.7977 0.7803 0.7803 0.8162 0.9072 0.90768 

x16 0.6487 0.7055 0.7104 0.7379 0.7379 0.7849 0.8336 0.83621 

LFW 

x4 0.8947 0.9069 0.9300 0.8982 0.9151 0.9384 0.9571 0.95823 

x8 0.7824 0.8314 0.8391 0.7903 0.8405 0.8278 0.9072 0.90821 

x16 0.6771 0.7454 0.7595 0.7243 0.7788 0.7722 0.7824 0.78387 

PubFIG 

x4 0.8454 0.8581 0.8942 0.8748 0.8748 0.8892 0.9099 0.91001 

x8 0.7337 0.7604 0.7587 0.7669 0.7669 0.8081 0.8121 0.82208 

x16 0.6360 0.7872 0.7207 0.7151 0.7151 0.7297 0.7346 0.73572 

SCFace 

x4 0.8813 0.8906 0.9321 0.9185 0.9185 0.9205 0.9513 0.95162 

x8 0.7518 0.7893 0.8195 0.8318 0.8318 0.8437 0.8675 0.86889 

x16 0.6487 0.7055 0.7236 0.6955 0.6955 0.7586 0.7977 0.79883 

Ext Yale B 

x4        0.9233 

x8        0.8721 

x16        0.8152 
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4.5. Testing to Face Recognition 

Developed by Google, FaceNet utilizes a deep convolutional neural network to map facial images into a compact 

Euclidean space, enabling highly accurate facial recognition and outperforming many contemporary models. In our 
experiment, we first retrained FaceNet using a high-resolution dataset to enhance its performance. Considering that people 

at a distance have lower resolution, we restricted the face ROI to 8×8 pixels during testing. Despite this limitation, the 

recognition rate degraded by up to 7% compared to high-resolution, full-size face images. Nevertheless, the performance 

remains practical and viable for real-world applications. 
 

5. Image Segmentation 
Numerous image segmentation techniques have been introduced so far [32], [33]. The goal of this paper is to utilize 

existing image segmentation techniques to divide the interior of a factory into regions, then classify these regions based on 

safety levels. Subsequently, the method proposed in this study will be used to accurately identify the specific locations of 

personnel and send timely warning messages as needed. Using the segmentation technique, the internal structure of a plant 
is segmented, and a warning system is established by integrating the previously stated face recognition method. A plant with 

greater safety is designed and illustrated in Fig. 4. 

                    

(a)                                                (b) 
Fig. 4. A plant with greater safety system (a) a plant is segmented (b) workers are identified. 

 
6. Conclusion 

In chemical factories, safety is critical, especially in preventing unauthorized access to hazardous areas. This study 

enhances monitoring using super-resolution for clearer images, facial recognition for identifying personnel, and image 

segmentation to track locations and send real-time alerts. The approach improves automation, safety, and scalability to other 
factories. 
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