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Extended Abstract 
Climate change has been a global challenge that has depended primarily on model-based methods. Nowadays, global 

warming not only intimidates humankind but also threatens the ecosystem due to its unpredictability. Among various 

pollutant factors, aerosol is considered as a major factor for climate change because it is known to affect global warming 

[1]. If aerosol can be predictable, we can expect to prepare for abnormal weather. Due to prediction accuracy should be 

reliable, there is work has high priority. As is known, relative humidity (RH) affects to density of aerosol [2]. To build an 

aerosol prediction model, RH data are indispensable but there is a limitation in collecting data that are always detectless.  

In this paper, an RH prediction model is proposed which is based on a deep neural network by using real observed 

weather data from multiple locations. In particular, a long short-term memory (LSTM) neural network, which is a type of 

recurrent neural network (RNN), is utilized because LSTM is known as suitable for a very long period of data [3, 4, 5]. 

Furthermore, different types of LSTMs are compared to characterize the time-series traits of climate data. Moreover, in 

order to include climate data even when the RH is missing, the proposed TH prediction model first fills missing data of RH 

with their predicted ones by using LSTM.  

To evaluate the performance of the proposed LSTM-based RH prediction model, the LSTM is trained by using 6 years 

climate data (from August 2011 to December 2016) from 11 different locations of South Korea, including hourly-based 

measurements for temperature, relative humidity, wind speed, wind direction, precipitation and accumulated prediction. 

The performance of the proposed LSTM-based RH prediction model is measured in terms of the root-mean-squared error 

(RMSE) between the actual RH and its predicted one. First, the proposed method is applied to predict RH for 1 hour. 

Consequently, average RMSE of 4.71 is obtained. Next, the proposed method is trained to predict the RH for next 12 hours 

by taking previous 12 hours of climate factors as the input. As a result, average RMSE of 8.19 is achieved when the 

defected RH is ignored for training the LSTM. On the other hand, the missing RH data are filled by the proposed method, 

RMSE is reduced into 7.90.  

So far, we have presented an RH prediction model that keeps track short term for the climate change period by taking 

into account the major influence of the primary weather variable. Although the proposed model refines missing RH data 

here, it can be applied to any missing data set. Furthermore, the prediction for long-term time steps of multiple locations 

with various weather data would make it possible to extend the proposed RH prediction model with refinement of missing 

climate factors. 
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