Seismic Fragility Functions of a Tailings Dam Affected by Subduction Earthquakes
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Abstract - The seismic response of tailings dams is highly dependent on the intensity measures (IMs) of the input ground motions. For this reason, several researchers have used seismic fragility functions to evaluate the seismic performance of geotechnical structures. Seismic stability analyses of tailings dams are further challenged by the uncertainty and variability of IMs for a given earthquake scenario and site conditions. This study presents the seismic performance of a tailings dam affected by subduction earthquakes by generating fragility functions and analysing the effectiveness of different IMs in predicting a damage measure (DM), such as horizontal displacements. Our analyses are based on finite-difference numerical simulations using advanced constitutive models. The selected ground motions are compatible with the Maximum Credible Earthquake (MCE), which is common in the practice in South America. The results show that the Arias intensity is the most efficient and optimal IM in predicting the horizontal crest displacements of the dam. Furthermore, the analytical fragility functions based on numerical results using peak ground acceleration (PGA), Arias intensity (AI), cumulative absolute velocity (CAV), and peak ground velocity (PGV) are presented. The fragility functions can be a useful tool to assess the probability of damage levels for designed tailings dams based on their design earthquake and acceptable risk. In addition, the obtained fragility functions could be used to define alert levels to be considered in the operation manual of the tailings storage facility (TSF).
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1. Introduction

The design of tailings dams involves the necessity to perform nonlinear dynamic analyses (NDAs) to verify the seismic stability of the dams, especially in areas of high seismicity such as the South American Andes, which are part of the Pacific Ring of Fire. On a large scale, the tectonic framework is determined by the interaction between the Nazca and South American plates. In the current state of practice for seismic evaluation of slope displacements in subduction tectonic settings, several procedures are available (e.g., [1,2]). These available procedures can be used to estimate permanent displacements in tailings dams, with certain limitations. However, when potentially liquefiable materials affect the seismic performance of structures, more rigorous procedures, such as nonlinear dynamic analyses, should be employed.

Fragility curves are one of the key elements of probabilistic seismic risk assessment of the built environment and lifeline system [3]. They relate the IMs to the probability of reaching or exceeding a damage state (e.g., minor, moderate, major, severe, collapse) for each element at risk. Given the diversity of ground motion IMs, several researchers have evaluated their effectiveness, predictability, and total uncertainty. Recently, studies have been conducted on the uncertainty analysis of different IMs in predicting damage levels. Regina et al. [4], found that the CAV is the optimal IM in predicting the vulnerability of earth dams and the fragility functions based on the CAV have the lowest standard deviation values. Armstrong et al. [5], found that the AI was the most efficient IM, however, the CAV has the lower total standard deviation in the evaluation of earth dams. Boada et al. [6] propose fragility curves for abandoned tailings dams in Chile as a function of the spectral acceleration at a vibration period of 0.3s, Sa(0.3s), this IM shows a lower efficiency but was finally selected due to its high predictability when compared to the more efficient alternatives.

The purpose of this study is to present fragility functions and efficiency analyses of IMs to assess the probability of damage levels for a tailings dam based on horizontal crest displacements. Furthermore, according to the results, it would be possible to define alert levels to be considered in the operation manual of the tailings storage facility (TSF) and design criteria.
2. Numerical modelling

The tailings dam geometry considered in this study is representative of an existing Peruvian tailings dam constructed using the downstream method (referent to rockfill). The numerical modelling is performed using the commercial 2D finite difference software platform FLAC [7], which is based on an explicit time-marching method to solve the equations of motion. The zone sizes in FLAC are chosen to ensure accurate high frequencies wave transmission based on the recommendations of Kuhlemeyer and Lysmer [8]. Ground motion frequencies greater than 15 Hz were filtered out, as they carry a relatively small amount of energy, as described by Mánica et al [9]. The size of the FLAC zones was 1.0 m in both vertical and horizontal directions. In the model, the boundaries were sufficiently far from the failure zone to minimize the influence of the boundaries on the model response. A free field boundary condition was applied to the side boundaries and a quiet boundary was considered at the bottom boundary in both the horizontal and vertical directions during the dynamic analyses. The outcrop input motions were applied in a form of shear stress at the base of the model using the compliant-base procedure of Mejia and Dawson [10]. A Rayleigh damping of 0.5% at a center frequency of 2.5 Hz was used during the dynamic loading. The tailings were assumed to be saturated and liquefiable; therefore, the fourth columns of the zones at the far left boundary was assumed to be non-liquefiable to avoid inaccurate free field boundary calculations, as recommended by Boulanger and Ziotopoulou [11]. The initial stress state for the tailings dam is estimated using a five-state procedure. Seepage analyses are performed with an uncoupled fluid flow calculation, groundwater boundary conditions were applied to the model to obtain a water table that descends through the filter/drain location and to ensure a saturated condition for the tailings. Three different constitutive models are used in this study. For the materials susceptible to liquefaction (tailings), the PM4Silt V2.1 model [11] is used. The behaviour of the foundation bedrock is assumed to be linear elastic, while all the other materials are characterized by the UBCHyst model [12]. PM4Silt is a plane strain-stress ratio-controlled, critical state-compatible, bounding surface plasticity model for clays and plastic silts and has recently been used to represent tailings (e.g., [13,14,15]). Calibration of this model is performed with single-element simulations for the range of loading paths important for the tailings. In this study, the PM4Silt parameters are calibrated to obtain a cyclic resistance to liquefaction curve that matches that estimated from cyclic direct simple shear (CDSS) tests. UBCHyst is a robust, relatively simple, total stress model. It uses the Mohr-Coulomb failure criterion, extended with a formulation for shear secant modulus reduction with strain. The UBCHyst parameters of the rockfill and filter/drain material are calibrated to be consistent with the G/G\textsubscript{max} ratio and damping curves of Rollins et al. [16] and Darendeli [17], respectively. The filter/drain material is located between the rockfill-tailings and rockfill-bedrock interfaces.

Figure 1 shows the dam geometry model generated in FLAC. The bedrock has a length of 1100 m and a thickness of 50 m, the tailings have a height of 100 m, and the rockfill has a height of 101 m with a crest length of 10 m. The downstream slope is a 2.0H:1.0V and the upstream slope is 1.5H:1.0V.

![Fig. 1: Meshes of the analysed tailings dam.](image)

The rockfill strength parameters for the dynamic analyses were estimated based on average data from Leps [18]. The friction angle \(\phi'\) was estimated based on Barton and Kjaersnli [19], using equation 1.

\[
\phi = \phi_1 - \Delta \phi \log \left( \frac{\sigma_3'}{P_a} \right)
\]
where $\sigma'$, $\phi$, $\Delta \phi$, and $P_a$ are minor principal effective stress, reference friction angle (at $\sigma'=P_a$), friction angle reduction for each log cycle of stress level increase, and atmospheric pressure (101.3 kPa), respectively.

In the case of the filter/drain and rockfill, $G_{max}$ was estimated using the equation 2 proposed by Seed et al. [20]. The bedrock was simulated as an elastic material with a stiffness corresponding to shear wave velocity of 760 m/s and the stiffness properties of the tailings were obtained from the resonant column and torsional shear (RTCS) test calibrated with the parameters considered for the PM4Silt model.

$$G_{max} = 21.7 k_{2,max} P_a \left( \frac{p'}{P_a} \right)^{0.5}$$

where $G_{max}$, $k_{2,max}$, and $p'$ are the small strain shear modulus, modulus coefficient, and the mean effective pressure, respectively.

The summary of the strength parameters, UBCHyst, and PM4Silt parameters for a tailings dam is shown in Table 1. Tailings parameters are shown in Table 1 (the secondary parameters for the PM4Silt model not shown in the table were kept at the default value) divided by an effective vertical stress ($\sigma'_v$) of 400 kPa (according to laboratory test). Tailings 1, $\sigma'_v \leq 400$ kPa and Tailings 2, $\sigma'_v > 400$ kPa.

<table>
<thead>
<tr>
<th>Input parameters</th>
<th>Property</th>
<th>Rockfill</th>
<th>Filter/drain</th>
<th>Tailings 1 / 2</th>
<th>Bedrock</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dry unit weight</td>
<td>$\gamma_{dry}$ (kN/m$^3$)</td>
<td>22</td>
<td>16</td>
<td>16.3 / 17.5</td>
<td>25</td>
</tr>
<tr>
<td>Cohesion</td>
<td>$c'$</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Friction angle</td>
<td>$\phi'$</td>
<td>$\phi = 45.5$</td>
<td>$\Delta \phi = 6.55$</td>
<td>35</td>
<td>-</td>
</tr>
<tr>
<td>Small strain shear modulus</td>
<td>$G_{max}$ (MPa)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1500</td>
</tr>
<tr>
<td>Modulus coefficient</td>
<td>$k_{2,max}$</td>
<td>180</td>
<td>110</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Poisson ratio</td>
<td>$\nu$</td>
<td>0.30</td>
<td>0.33</td>
<td>-</td>
<td>0.25</td>
</tr>
<tr>
<td>PM4Silt</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Undrained shear strength ratio at critical state</td>
<td>$S_{u,cs}/\sigma'_v$</td>
<td>-</td>
<td>-</td>
<td>0.15 / 0.15</td>
<td>-</td>
</tr>
<tr>
<td>Shear modulus coefficient</td>
<td>$G_o$</td>
<td>-</td>
<td>-</td>
<td>602 / 602</td>
<td>-</td>
</tr>
<tr>
<td>Contraction rate parameter</td>
<td>$h_{po}$</td>
<td>-</td>
<td>-</td>
<td>5.5 / 10</td>
<td>-</td>
</tr>
<tr>
<td>Initial void ratio</td>
<td>$e_o$</td>
<td>-</td>
<td>-</td>
<td>0.8 / 0.66</td>
<td>-</td>
</tr>
<tr>
<td>Shear modulus exponent</td>
<td>$n_G$</td>
<td>-</td>
<td>-</td>
<td>0.7 / 0.7</td>
<td>-</td>
</tr>
<tr>
<td>Critical state friction angle</td>
<td>$\phi'_e$</td>
<td>-</td>
<td>-</td>
<td>31 / 31</td>
<td>-</td>
</tr>
<tr>
<td>Compressibility in e-ln($p'$) space</td>
<td>$\lambda$</td>
<td>-</td>
<td>-</td>
<td>0.06 / 0.06</td>
<td>-</td>
</tr>
<tr>
<td>UBCHyst</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UBCHyst calibration parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_a$</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$H_{rf}$</td>
<td>0.7</td>
<td>0.98</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$H_{ms}$</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$H_{diag}$</td>
<td>0.8</td>
<td>0.6</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$H_{dmodf1}$</td>
<td>2</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 2 shows the derived PM4Silt based cyclic resistance curves calibration against laboratory cyclic direct simple shear (CDSS) for a cyclic strain of 3.75%. Figure 3 shows the ability of the PM4Silt model to capture the undrained cyclic behaviour of the tailings, successfully capturing the key cyclic behaviour in terms of cyclic strain accumulation and pore pressure generation.
Fig. 2: Cyclic stress ratio (CSR) plotted against number of cycles needed to reach 3.75% shear strain in undrained cyclic simple shear (CSS) tests for tailings 1 and tailings 2.

Fig. 3: Comparison of calibrated and experimental response of mine tailings 1, considering CSS test with CSR=0.10 and confinement of 100 kPa.
Figure 4 shows a comparison of the $G/G_{\text{max}}$ and damping ratio curves calibrated in FLAC for the rockfill.

![Figure 4: UBCHYST model calibration for the rockfill (Cu: uniformity coefficient; SD: standard deviation).](image)

Furthermore, a sensitivity assessment of the results was conducted, considering a bedrock thickness of 100 m in the FLAC model. For this purpose, three records obtained through the spectral matching method (detailed in a subsequent section) were employed. The analysis revealed a decrease in horizontal crest displacements in the range of 4 to 6%. Nevertheless, it is strongly recommended to assess the influence of bedrock thickness on the response of tailings dams to ensure that results are not influenced by boundary conditions.

3. Input ground motions

Two methods were considered for the selection of ground motions. The first one, described by Baker and Lee [21], for which candidate ground motions were selected from different institutions such as CISMID, CSN, IGP, COSMOS, and RENADIC. The generated database contains more than 251 ground motions, mainly from subduction interface and intraslab earthquakes recorded in Chile and Peru. According to this methodology, a total of 15 ground motions (with an average shear wave velocity in the upper 30 m between $600 \text{ m/s} \leq V_{s30} \leq 950 \text{ m/s}$) were selected, that were compatible with the Maximum Credible Earthquake (MCE) and its associated standard deviation obtained from the deterministic seismic hazard analysis (DSHA) for soil type BC, $V_{s30}=760 \text{ m/s}$. The second method involves the generation of synthetic ground motions using the spectral matching method (described by Al Atik and Abrahamson [22]), 7 ground motions were considered with a target spectrum obtained from the 84th percentile MCE, these ground motions correspond to intraslab earthquakes.

The first method was considered to include ground motions with different intensity measures that are collectively compatible with a target spectrum and its associated standard deviation. Meanwhile, the second method, which is commonly used in current engineering practice, provides ground motions that are compatible with a target spectrum without having variability in the response spectra; however, they have different intensity measures. Figure 5 shows the response spectra of the 22 selected ground motions compared to the response spectra of the MCE with different percentiles.
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4. Evaluation of optimal ground motion intensity measures

According to Regina et al. [4], the correlation between an intensity measure (IM) and the target damage measure (DM) can be synthesized by a single property of the selected IM: its efficiency (i.e., how well the IM is correlates with a given DM). The estimated IMs of the input ground motions for this study were peak ground acceleration PGA, peak ground velocity PGV, Arias intensity AI, and spectral accelerations SA. Rathje and He [23], described that the median of the structural demand in terms of IM (note that $S_D$ is the model prediction of DM), can be expressed as:

$$\ln(S_D(IM)) = \ln(\alpha) + b.\ln(IM)$$

(3)

It is also assumed that the DM model follows a lognormal distribution. Thus, the distribution of the logarithm of the data (e.g., $\ln(DM)$) at a given IM follows a normal distribution with a mean given by equation (3) and a standard deviation of $\sigma_{\ln DM|\ln IM}$. This standard deviation of the regression model in equation (3), using the predicted and the measured values, is given by:

$$\sigma_{\ln DM|\ln IM} = \sqrt{\frac{\sum_{i=1}^{N}[\ln(DM_i) - \ln(S_D(IM_i))]^2}{N - 2}}$$

(4)

where $DM_i$ is the recorded maximum value of the demand parameter from each analysis and $N$ is the number of analyses performed.

In the present study, we considered the horizontal crest displacement as a DM. However, different DMs could be considered, such as: filter displacement, free board reduction, normalized crest settlement and even the excess pore water pressure ($r_u$) for materials that pose a risk to the seismic stability of TSFs. Figure 6 shows the horizontal crest displacements with some intensity measures (PGA, AI, CAV, and PVG) of the input ground motions. The green circles show the input ground motions from the methodology developed by Baker and Lee [21], and the blue circles show those obtained by the spectral matching methodology.
Fig. 6: Ground motion IM efficiency of the horizontal crest displacements of a tailings dam: (a) PGA, (b) AI, (c) CAV, and (d) PGV.

Figure 7 shows the standard deviations of the horizontal crest displacements for different intensity measures. The standard deviation of the spectral acceleration is presented for a period of 0.4 seconds, because it is consistent with the fundamental period of the tailings dam (undamped analysis estimate).

Fig. 7: (a) Dispersion of the horizontal crest displacement $u_x$ conditioned to spectral acceleration with 5% damping ratio at different periods $S_a(T)$. (b) Summary of dispersion indices for different IMs.
Analysis of IM predictability is incorporated as suggested by Armstrong et al. [5] by calculating the total standard deviation as:

\[ \sigma_{\ln\text{DM}|M,R,S} = \sqrt{\sigma_{\ln\text{DM}|\ln\text{IM}}^2 + b^2 \cdot \sigma_{\ln\text{IM}|M,R,S}^2} \]  

(5)

where \( \sigma_{\ln\text{DM}|M,R,S} \) is the standard deviation of a ground motion model (GMM), representing its predictability, and \( b \) is the slope of the least-square linear regression on a log-log scale.

However, for the present evaluation, the standard deviations representing the predictability, \( \sigma_{\ln\text{IM}_{\text{sec}}|\ln\text{IM}_{\text{p}}} \), were estimated by the conditional ground motion models (CGMMs), according to the 84th percentile MCE, for different IMs such as AI, CAV, and PGV developed by Macedo et al [24], Liu and Macedo [25,26], respectively. These CGMMs were developed for subduction earthquakes. Finally, the analysis of the optimal IM considering CGMMs is as follows:

\[ \sigma_{\ln\text{DM}|\ln\text{IM}_{\text{p}}} = \sqrt{\sigma_{\ln\text{DM}|\ln\text{IM}_{\text{sec}}}^2 + b^2 \cdot \sigma_{\ln\text{IM}_{\text{sec}}|\ln\text{IM}_{\text{p}}}^2} \]  

(6)

where \( \text{IM}_{\text{sec}} \) represents a secondary IM and \( \text{IM}_{\text{p}} \) represents the observed primary IM, as described by Macedo et al. [27]. Table 2 shows the efficiency, predictability, and total standard deviation for AI, CAV, and PGV.

Table 2: Efficiency, predictability, and total standard deviation for tailings dams, horizontal crest displacements, for AI, CAV, and PGV for CGMMs.

| IM   | Efficiency \( \sigma_{\ln\text{DM}|\ln\text{IM}_{\text{sec}}} \) | Predictability \( \sigma_{\ln\text{IM}_{\text{sec}}|\ln\text{IM}_{\text{p}}} \) | Total standard deviation \( \sigma_{\ln\text{DM}|\ln\text{IM}_{\text{p}}} \) | Value of mean IM according CGMMs |
|------|---------------------------------------------------------------|---------------------------------------------------------------|---------------------------------------------------------------|---------------------------------|
| AI   | 0.352                                                         | 0.331                                                         | 0.389                                                         | 7.59 m/s                        |
| CAV  | 0.360                                                         | 0.302                                                         | 0.459                                                         | 31.57 m/s                       |
| PGV  | 0.431                                                         | 0.374                                                         | 0.603                                                         | 24.23 cm/s                      |

5. Fraility functions for different IMs
The seismic performance of tailings dams can be evaluated using fragility functions, which provide the probability of structures reaching (or exceeding) a given limit state (or damage measure, DM) for each level of ground motion intensity measure (IM). It can be expressed as:

\[ P(d > \text{DM}|\text{IM} = x) \]  

(7)

In this study, analytical fragility functions are considered because they are based on the results of numerical models. A lognormal cumulative distribution function (CDF) is often used to define a fragility function [3].

\[ P(d > \text{DM}|\text{IM} = x) = \Phi \left( \frac{\ln x - \theta}{\beta} \right) \]  

(8)

where \( \Phi \) is the standard normal CDF, \( x \) is the IM, \( \theta \) is the IM corresponding to 50% exceedance probability (i.e., the median), and \( \beta \) is the total natural log standard deviation.

The development of the fragility curves according to equation 8 requires the estimation of \( \theta \) and \( \beta \) from the results of dynamic analyses. Following the approach of HAZUS [28], the uncertainty associated with the definition of the damage
measure states (β_DS) is set equal to 0.4. The uncertainty associated with the capacity (β_C) is set equal to 0.25. The last source of uncertainty, related to the seismic demand, is described by the variability of the response due to the variability of the ground motions (β_D= σ_{lnDM|lnIM}, efficiency).

\[ \beta = \sqrt{\beta_{DS}^2 + \beta_{C}^2 + \beta_{D}^2} \]  

(9)

Baker [29] presents various methods for computing fragility functions for structural systems (e.g., incremental dynamic analysis, IDA; multiple stripe analysis, MSA), which have recently been used by different researchers (e.g., [4,6]) to evaluate dams because they use a significant number of earthquakes. However, in the present evaluation, the 22 earthquakes described above, which are compatible with the MCE spectrum, were considered for the construction of fragility curves according to the procedure of Argyroudis et al. [3]. Figure 8 shows the fragility functions for the horizontal crest displacements as DM with some values of the limiting displacement (i.e., 1.00, 0.50, 0.25, and 0.15 m).

![Fig. 8: Fragility functions for the horizontal crest displacements on (a) PGA, (b) AI, (c) CAV, and (d) PGV.](image-url)
6. Conclusion

This study presents the seismic performance of a tailings dam in central Peru, located in an area of high seismicity. The geotechnical characterization was used to provide inputs to the PM4Silt model, which was used to represent the cyclic response of the tailings and the UBCHyst model was used for the rockfill and filter/drain, as they are not expected to generate pore pressure under cyclic loading.

The correlation between IMs and DM (horizontal displacements) for the tailings dam indicated that the most efficient and optimal IM was the AI in predicting the horizontal crest displacements and it is found that the spectral acceleration at a period of 0.4s (fundamental period of the tailings dam), Sa (0.4s), shows a high efficiency than other spectral accelerations.

The available fragility functions for the tailings dam vulnerability assessment could be used to define alert levels under seismic loading with a certain level of risk that is acceptable for a tailings dam. CGMMs are developed to estimate IMs (e.g., AI, CAV, PGV) for earthquakes in subduction zones that have a lower total standard deviation than those estimated by traditional GMMs. These estimated IMs are consistent with a given spectral acceleration of the design response spectrum (e.g., 84th percentile MCE). The IMs estimated by CGMMs, along with the fragility curves, can be used to define a range of exceedance probability of the design DM.
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