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Abstract- Object tracking for image sequences captured with a moving camera is very important for several applica-
tions such as Robot Vision, SLAM, ITS, and video surveillance systems. However, it is difficult to realize accurate
tracking using only local feature descriptor such as HSV histograms, edge histograms, HOG histograms, and SIFT
features, because it is affected by several phenomena such as illumination change, viewpoint change, size change, and
noise. In order to realize robust tracking, global spatial distribution should be considered. In this paper, we propose a
method that considersboth local feature descriptor and global spatial distribution. Experiments show that the proposed
method realizes robust tracking.
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1 Introduction

Object tracking for image sequences captured with a moving camera plays an important role for motion
picture analysis. Many feature descriptors such as HSV[1], HOG[2], and SIFT[3] have been proposed for
applications of tracking object. Mean-Shift[4] and Particle Filter[5] are very popular in current research. In
general, Mean-Shift calculates the similarities between templates and objects by distance measure on HSV
histograms. In the algorithm of Particle Filter, the weight of each particle describes its likelihood and the
weights of all particles represents the estimate of the posterior. The weight of each particle can be computed
using many methods, the most common one of them is template matching which normally calculates the
similarities by using HSV histograms. However, object tracking in such a situation poses several challenges
such as illumination change, viewpoint change, size change, and noise. These phenomena lead to inaccurate
object tracking because they considerably alter the visual features of the object in the current frame from
those of the template. In order to resolve such issues, several studies have been conducted with the aim of
determining a feature descriptor that is robust to changes in the environment. The SIFT feature is robust to
many conditions and can obtain the relation between each part of an object and the corresponding part of the
template. However, the descriptor is not always stable when the local features of the object in the current
frame change because the feature information of certain parts of an object is completely different from that
of the parts of a template. For tracking and matching a moving object, we believe a stable feature descriptor
must adopt not only the local information of one points but also the global spatial distribution of a feature
points set in the object as well.

In this paper, we propose a new method to describe the feature of an object. This method employs
both local feature descriptor and global spatial distribution. This method formulates the object tracking
problem as an optimization problems. The energy function minimizes the total changes of local and global
constraints. However, this matching problem is a quadratic assignment problem that is NP-hard. Presently,
there is no effective method to solve this problem within a short processing time. Therefore, we adopt genetic
algorithm[6] to search the approximate solution.
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Fig. 1: Black lines represent inaccurate matching caused by Fig. 2: Expansion of basic cost matrix considering vanish-
vanishment of the object. ment.

Some related studies have reported the use of the spatial constraint. Graph structure based methods[7],
which perform graph matching between 2 sets of feature points, are only applicable to the situations wherein
the structure of the graph of objects changes slightly. These methods are not applicable if the graph structure
of the target object in the scenes cannot be created. This problem is very common because stable feature
points cannot always be extracted from the target object in scenes. On the other hand, our method, which
does not require the graph structures of the moving object exhibits higher robustness. Another related study
is shape tracking. For example, the method in [8] and [9]use level sets to track contour of moving objects.
The method[10] calculates similarity by the combination of four features which are HSV, vertical edge,
horizontal edge, and diagonal edge. Different from these methods, our method that focus on the global
spatial distribution of a feature points set of an object.

2 Linear Assignment Tracker

2.1 Creating the Basic Cost Matrix

In this section, we describe our tracker based on linear assignment. First, we extract SIFT feature points from
the current frame and the template. If we assume that the numbers of feature points on the current frame and
the template are M and N, respectively. Then we build an M X N array that consists of feature similarities
(actually difference measure of distance between two orientation histograms) between the current frame’s
points(Curr P) and the template’s points(Temp P). Next, one-to-one matching between Curr P and Temp P
should be performed in such a way that the total distance is minimized.

2.2 Expansion of Basic Cost Matrix Considering Vanishment
However, it is impossible to archive the one-to-one matching when the object is occluded or vanish in the
scene. Under these situations, the presence of similar points in the current frame results in inaccurate match-
ing, as shown in the Fig. 1. In order to solve this problem, we expand the cost matrix. We add a Vanish array
that consists of a predetermined threshold value. The final cost matrix is shown in Fig. 2. In the Vanish array,
only the diagonal elements can be selected. If a Temp P is matched with this part of the cost matrix, it is
regarded as a vanishing point or an occluded point. The final size of the cost matrix becomes N x (M + N).
The arithmetic expression of the matching problem is written down as follows:

Minimize
N+M

C= pijcij,

Mxs

i=1 j=1
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Fig. 3: The global spacial distribution of a feature points set in an object is expressed by the relative positions and
calculated by vectors.
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dist{CurrP;, TempP;}: Distance between feature point i of the current frame and feature point j of the
template.

threshold for vanishing: A predetermined threshold value. If this value is matched, this block is regarded
as vanishing.

This is a type of linear assignment problem and can be solved by the Hungarian method[11].

3 Descriptor of Global Spacial Distribution

As described in the introduction, the information of global spacial distribution is very important for matching
between feature points sets. The global spacial distribution can be expressed by the relative positions of
feature points. Therefore, we adopted vector to express the relative positions. As shown in Fig. 3, template’s
points Q;, Q; and Qy are matched with the current frame’s points P, P; and F, respectively. The matching
considering the spacial distribution should minimize two values that represent the variations of relative
positions. The first value is the angular variation that is calculated as follows:
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Although the A;j; is minimized, there is no guarantee that the relative positions of points are same.
Therefore, we add one more constraint that represents the variations of endpoints calcualted as follows:

Ajjr =|| arccos
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Then the constraint considering the global spacial distibution is calculated by the following equation:

S=Vs+nV,. 3)

Here, 1 is a waighting factor. The V, and V; are calculated as follows:
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Considering both the color feature and global spacial distribution simultaneously, the optimization
problem can be expressed by the following equation:

E=wxC+S, (6)

where C is the total cost of color features in Eq. 1, S is the total structure variation in Eq. 3, and w is a
weighting factor.

4 Solution of Optimization Problem by Adopting Genetic Algorithm

The optimization of E in Eq. 6 becomes a quadratic assignment problem that is NP-hard. As there is no
effective method for solving this problem within a short processing time, we adopt genetic algorithm (GA)[6]
to search for the approximate solution in this paper.

4.1 Genetic Algorithm for Template Matching

In this subsection, we explain the outline of the GA. First, we create a square cost matrix with dummy
values. The real size of the cost matrix is (N +M) x (N + M). For convenience in explanation, we assume
that (N + M) = 8 and provide an example of an 8 x 8 cost matrix, as shown in Fig. 4(a). Two rows are filled
with dummy values. Next, a candidate solution is encoded to create individuals, as shown in Fig. 4(b). The
next step involves generation of new individuals. As shown in Fig. 5, we employ order crossover (OX)[12]
for crossover processing and exchange mutation (EM) for mutation processing. The fitness of an individual
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(a): Square cost matrix created with dummy
values. The solution is marked by circles.
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(b): Solution encoded to create individuals

Fig. 4: Example of encoding candidate solution. The part
of the cost matrix with dummy values is not employed in
the calculation of fittness.
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Step 2. Delete the genes that are already in theparth. Copy
remaininggenes accordingto the order.
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(b): Exchange mutation.

Two positions are determinad randomly. Data
on these positions is swapped.

Fig. 5: Order crossover and exchange mutation.

Table 1: Parameters of Experiments

Image size 320 x 240 win Eq. 6 30
Population size of GA 500 Crossover rate of GA 0.8
Mutation rate of GA 0.5 Number of generations of GA 200

PC for experiments

Core 2 Duo 3.00GHz PC with 2GB RAM, WindowsXP

is calculated according to Eq. 6. Here, the part of the cost matrix with dummy values is not employed in
the calculation of fittness. Tournament selection is then employed to select individuals with the best fitness
to form a new population. The generation process is repeated until a fixed number of generations has been
reached.

5 Experimental Results
5.1 Parameters and Environment of Experiments

In our experiments, we employ two groups of data. One is our data set containing outdoor scenes and the
other is the benchmark data set from [13]. We normalize the Bhattacharyya distance in the range from O to
1000. All parameters are listed in Table 1. The code of SIFT is obtained from Rob Hess’s website[14]. The
processing time is approximately 0.5 ~ 2s per frame. We aim to improve this processing time using parallel
processing and a hardware accelerator in our future works.

5.2 Experimental Results of Outdoor Data

We present the result of our data sets of real outdoor scenes including the tracking of a knapsack, a car and
a person. There are many challenging issues in these image sequences. In Fig. 6(a), the target object in the
frame objects vary greatly. In Fig. 6(b) and (c), illumination conditions change abruptly. There are many
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(a): Person

Fig. 6: Results of ourdoor data sets.

similar bjects in scenes of Fig. 6(b). Moreover, fig. 6(b) and (c) are the tracking results of image sequences
captured by a hand-held camera. The images appeared blurred because of the movement of the camera.
As can be observed from these results, the proposed method realizes robust tracking and the corresponding
relations between objects and templates are obtained accurately. In Fig. 6(b), there are some mis-matching.
The resason is feature points can not be extracted on the target object in the frame.

5.3 Experimental Results of Bench Data

Another group of experimental results is obtained using benchmark data downloaded from Daivd Ross’s
website[13]. The proposed method is tested by using his data and comparing proposed method with his
method which is presented in [15]. The proposed method is tested by using his data and comparing proposed
method with his method which is presented in [15]. The results are shown in fig. 7. The proposed method
performs well even for the frames where David’s method fails.

5.4 Comparison with Recent Tracking Methods

Finally, the proposed method is compared with some representative methods reported in recent years. Fig-
ure 8 shows some frames of the results. Figure 8(a), (b) ,(c) and (d) are results compared with TSS
method[16], MIL method[17], P-N method[18], and MK method[19]. These result are obtained from
Baiyang Liu’s homepage[20]. Compared with results obtained by these methods, the proposed method
provide tracking and extraction results with higher precision.

6 Conclusion

In this paper, we proposed a tracking method that considers both local feature and global spacial distribution.
This method is robust to many problems. In our future research, we will focus on improving the processing
time through parallel processing and using a hardware accelerator. Moreover, we aim to introduce the spatio-
temporal constraint to further enhance the robustness of the proposed method.
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Fig. 7: Comparison with David’s method.The proposed method provides tracking and extraction results with higher
precision and performs well even for the frames where David’s method fails.

(a): Comparison with MK method.  (b): Comparison with TSS method. (¢): Comparison with MIL method. ~ (d): Comparison with P-N method.

Fig. 8: Comparison with TSS method[16], MIL method[17], P-N method[18], and MK method[19].
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