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Abstract - In our previous work we employed support vector machine (SVM) to reduce computation of CU size decision in HEVC intra 

prediction. Experiments were conducted at medium bit rates and results revealed that negligible degradation in coding efficiency (less 

than 0.1% bit rate increment) can be achieved. The trained hyperplane is however not optimized for all bit rates, leading to severe loss in 

coding efficiency at other bit rates. In this paper instead of QP-optimized SVM we propose a nearly QP-optimized SVM for fast CU size 

decision that only several QP-trained hyperplanes, with friendly implementation, are proposed for fast CU size decision. The experimental 

results show that the proposed method can achieve nearly same coding performance as QP-optimized SVM. 
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1. Introduction 
High Efficiency Video Coding (HEVC) uses three hierarchical unit representations (including coding unit (CU), 

prediction unit (PU) and transform unit (TU)) to find the best coding performance based on the quad-tree structure. In HEVC 

intra prediction, the CU depth level range is from 0 to 3 which correspond to the CU sizes of  6464 , 3232 , 1616 and 

88 , respectively. Instead of nine prediction modes used in H.264, the prediction unit in each CU utilizes 35 prediction 

modes, including DC, planar and 33 angular prediction modes. The computational load is much higher than H.264/AVC. 

 To reduce computation in HEVC intra prediction, N modes among 35 modes are first selected in PU based upon the 

rough mode decision (RMD) criterion. The selected mode number N is dependent on block sizes, with N equal to 8 for block 

sizes of 44  and 88 , and 3 for 1616 , 3232  and 6464 . To achieve the best coding performance, the rate distortion 

optimization (RDO) technique is then used to search the best mode among N modes as well as the most probable modes 

(MPM). 

To reduce computational complexities of the HEVC encoder, many papers have investigated fast intra prediction 

algorithms [1-3].  The results reveal that average 50% of computation time can be saved but with severe coding efficiency 

loss (with average 1% BD bit rate increase). The fast algorithms studied for HEVC intra prediction can be generally classified 

into two categories: fast CU size decision and fast intra mode decision. One technique for fast CU size decision is to employ 

spatially neighbouring encoded CU depth information to predict CU search arrange [1-2] to reduce computation. Parameters 

such as RDO cost function are also incorporated into the fast CU size decision to enhance computation saving but with more 

performance loss. Another technique uses both global and local edge complexities to decide the CU size [3]. 

 

2. Support Vector Machine (SVM) for Fast CU Size Decision in HEVC Intra Prediction 
Unlike most papers focus on computation reduction, in our previous work [4] we proposed a fast CU size decision 

using SVM to maintain the coding efficiency as high as possible. In [1], the depth level of current CU is estimated using its 

four neighbouring CUs (left, top, top-left and top-right CUs), given as 

 

 





3

1i

iipre wD   
 

(1) 

mailto:yilin@ce.ncu.edu.tw


 

 

 

MHCI 100-2 
 

where parameters i  and iw  represent the weighting factor and the value of depth level. i  is equal to 0.3 for left and top 

CUs while 0.2 for top-left and top-right CUs. Four search arranges for current CU size decision are assigned based upon the 

predicted depth level preD . In [2] only top and left CUs are considered and three search ranges are assigned. Although 

neighbouring CU depth information provide good prediction for current CU depth search range, the experiments reveal that 

the search range prediction is still not adequate for some sequences and this leads to severe coding efficiency loss. TABLE 

I displays the accuracy of search arrange prediction using neighbouring CU size information for some test sequences. As 

shown, only 26% accuracy is obtained for Vidyo1 sequence which results in 1.7% bit rate increase [4]. 

In our previous work we used two other parameters (variance and low-frequency AC components) in SVM to more 

accurately predict the search range, in addition to preD . The variance and low-frequency AC components can describe 

homogeneous or flat characteristics of a video sequence quite well, as shown in Fig.1, conducted on BasketballPass sequence 

with QP=37. As shown, homogeneous or flat regions have small variance and low-frequency AC components. The variance 

and low-frequency AC components are respectively defined as  
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where ),( vuF is the NN   DCT coefficient of a block. To maintain high coding efficiency, in our previous work only two 

CU depth search ranges (012) and (123) in SVM are assigned and separated using the following five features : preD , 2
3232  ,

2
1616 , 3232, lowAC  and 1616, lowAC . 

 
Table 1: Accuracy of CU size prediction in [1]. 

 
  Sequence Accuracy 

Class C 

(832x480) 

RaceHorses 83.65% 

Class D 

(416x240) 

BasketballPass 74.58% 

Class E 

(1280x720) 

Vidyo1 25.83% 

   

   
(a) Var= 14   (b) Var=578   (c) Var=1667 
Aclow=1278    Aclow=7808   Aclow=11133 

Fig. 1: Variance and low frequency AC components for homogeneous and complex blocks. 
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Four sequences (Tennis, Basbetball Drill, Keiba and Vidyo3) are used in SVM training for QP=30.The coding 

performance and computation efficiency are evaluated at medium bit rates with QP=22, 27, 32 and 37. The experimental 

results demonstrated that the SVM method can average reduce 16% of computation time with only 0.07% bit rate increment.  

It is superior to the other two methods [1-2], which have 15% and 11% timesaving, and 0.58% and 0.25% bit rate increment 

respectively. 

 
Table 2: Encoded CU depth versus QP. 

 

 
 

   
(a) QP=12    (b)QP=30    (c ) QP=42  

   
(d) QP=12     (e) QP=30    (f) QP=42 

Fig. 2: Hyperplanes for various QPs. 
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2.1. QP Optimized SVM for CU Size Decision 

Although high coding efficiency can be achieved using proposed SVM technique, the hyperplane trained with QP=30 

is not optimized for all bit rates because a video sequence encoded with various QPs or bit rates possesses different 

characteristics and be finally encoded with different CU depth. And this leads to severe loss in coding efficiency at other bit 

rates. Table 2 shows the distribution of final encoded CU depth for various QPs or bit rates, conducted on BlowingBubble 

sequence.  As shown, most blocks are finally encoded with small CU sizes at low QP or high bit rates while encoded with 

large CU sizes at high QP or low bit rates due to different characteristics. To get best coding efficiency each optimized 

hyperplane in SVM should be trained and used in SVM individually for each QP. For example, Fig. 2 shows optimized 

hyperplanes of features: 2
3232  , 2

1616 , 3232, lowAC  and 1616, lowAC for some QPs (12, 30 and 42 respectively) in SVM. As can 

be seen, different QPs possess different optimized hyperplanes.  

As QP varies from 0 to 51, the HEVC encoder requires huge memory to store all these 52 hyperplanes. In this section 

we investigate some QP-optimized hyperplanes for HEVC encoder instead of all 52 hyperplanes to reduce storages. The 

hyperplane for each QP is trained and obtained from training sequences. From experiments we observed that the hyperplanes 

are nearly the same for small QPs, but they are quite different for large QPs. There are 6 QP-optimized hyperplanes (QP=12, 

30, 40, 45, 48, 50 respectively) are experimentally selected and used in SVM instead of all 52 hyperplanes by the least mean 

square error (LMSE) criteria. Table 3 displays the suitable range of QP for each QP-optimized hyperplane. For example, the 

hyperplane optimized using QP=12 is used as the hyperplane in SVM for QP between 0 and 20, and experimental result 

reveals that nearly the same coding efficiency can be achieved. To furthermore reduce computation as well as storage, we 

employ linear SVM method [5] for CU size decision in HEVC intra prediction in which only 63 instead of 11390 

multiplication operations, as also shown in this table, is required after some manipulations. And with the simplification 

average 0.1% of computation time can be further saved without any loss in coding performance. 

.  
Table 3: 6 Nearly QP optimized hyperplanes used in SVM. 

 

Range 

of QP 

Selected 

QP 

MUL 

before 

simplified 

MUL 

after 

simplified 

0-20 12 2333 8 

21-35 30 2169 10 

36-43 40 1686 10 

44-46 45 1694 11 

47-49 48 1826 11 

50-51 50 1682 13 

 
Total 

MUL 

11390 63 

 

3. Experimental Results 
An experiment was conducted with test model HM15.0 reference software and LibSVM3.2 [5] to evaluate both 

computational complexity and coding efficiency. The video sequences from classes A to E were tested and each video 

sequence is coded with 100 I frames. The CABAC entropy coder is employed. The linear SVM with three different 

hyperplanes for CU size decision is implemented into HEVC intra prediction for comparisons at low bit rates (QP=5, 10, 15, 

20) and high bit rates (QP=35, 40, 45, 50) respectively. The experimental results are demonstrated in Tables 4 and 5 in which 

both BDBR and time saving are compared to the original HEVC intra prediction. Three cases for hyperplanes employed are 

investigated. The first column shows the results for the case with all 52 QP-optimized hyperplanes, and the second column 

for the case with hyperplane optimized with QP=30, while the third column for the proposed nearly QP-optimized 

hyperplanes that is shown in Table 3. 

As demonstrated in Table 4, for low bit rates the SVM with proposed hyperplanes achieves nearly the same coding 

efficiency as the optimized hyperplanes (with average 0.03% and 0.07% bit rate increments) while the SVM using 

hyperplanes optimized with QP=30 has much higher bit rate loss (with average 0.31% bit rate increment), but with 14% time 

saving slightly better than the other two (with 12% time saving).  
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At high bit rates ( see Table 5), the loss in coding efficiency (average 0.06% bit rate increment)using both optimized 

and nearly optimized hyperplanes are trifling, compared to the original HEVC intra prediction; while the SVM using 

hyperplanes optimized with QP=30 runs into average 0.15% bitrates increment. Average 22% of computation time can be 

reduced for SVM with optimized and nearly optimized hyperplanes; while only average 14% can be saved for the SVM 

optimized with QP=30. 

 
Table 4: BDBR and time saving comparisons for QP=5, 10, 15 and 20. 

 

 
 

Table 5: BDBR and time saving comparisons for QP=35, 40, 45 and 50. 

 

 
To obtain further insight, Fig. 3 compares the rate-distortion performance and computation time for HEVC and SVM-

HEVC with proposed nearly optimized hyperplanes, conducted on BQTerrace sequence at high bit rates (QP=35, 40, 45 and 
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50). As shown, SVM-HEVC can reduce about 24% of computation time with only 0.001 dB PSNR loss, compared to HEVC 

intra prediction.  

 

    
(a) Rate distortion performance comparison 

  
(b) Computation time comparison 

Fig. 3: Rate distortion and computation time comparisons. 

 

4. Conclusion 
In this paper, we present a nearly QP-optimized SVM for fast CU size decision in HEVC intra prediction, instead of 

QP-optimized SVM, to reduce storage for all 52 hyperplanes.  There are 6 QP-optimized hyperplanes (QP=12, 30, 40, 45, 

48, 50 respectively) are selected and used in SVM instead of all 52 hyperplanes, with each QP-optimized hyperplane suits 

for a range of QP. The experimental results demonstrate that the proposed method can achieve nearly the same coding 

efficiency and time saving as the SVM with all 52 QP-optimized hyperplanes. The results also show that 12% and 22% of 

computation time can be saved with slightly loss in coding efficiency (with less than 0.1% bit rate increment) respectively 

for both low and high bit rates. We employ linear SVM method for CU size decision and after some manipulations only 63 

instead of 11390 multiplication operations are necessary. The proposed linear SVM method for HEVC intra prediction is 

very friendly in both hardware and software implementations.  
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