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Abstract – Neuron models such as Leaky Integrate and Fire (Lapicque Neuron) model, Hodgkin Huxley Model, Fitzhugh-Nagumo 

Model, and Izhikevich neuron model are commonly used in neuronal studies. Nobel laureate Hudgkin-Hugsley neuron model is quite 

complex despite of being accurate. That’s why simplified neuron models such as Fitzhugh-Nagumo neuron model is commonly used in 

studies. Lapicque Neuron is the first neuron model suggested in Literature. It had been reported by Lapicque in 1907, it is easy to 

understand, and it is still commonly used for neural studies for its simplicity. Neuron emulator circuits are used for education and 

research purposes. They can be made using individual electronics components or VLSI circuits. In this study, a Lapicque Neuron 

emulator circuit topology is introduced. It is simple enough to be made by students and it can be made using cheap off-the shelves 

components in a short time. Its circuit analysis is also given. It is experimentally shown that the emulator is able to mimic activation 

potentials well. It is suggested that the neuron emulator can be used for not only educational purposes in Biomedical Engineering 

Courses but also neuronal studies to show and prove concepts.   
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1. Introduction 
Integrate-and-fire model of a neuron is suggested by Louis Lapicque [1]. A review article of the original Lapicque's 

1907 paper can be found in [2]. Lapique neuron model paved the way for more complex Hudgin-Hugsley neuron model [3-

4]. Since Hudgin-Hugsley neuron model is more complex, it takes more time to simulate and harder to emulate using 

circuits. That’s why simplified neuron models such as Lapicque model, Fitzhugh-Naguma model, Izhikevich neuron model 

and their varities are used for studying neuron dynamics [5-11]. Although there are more developed neuron models and 

Lapique neuron model is being the simplest neuron model of them all, even today, Lapicque’s neuron model is still one of 

the most used neuron models in neuroscience. It has found application areas in neural and cellular networks studies and 

also in computational neurology due to its simplicity [2, 12-31]. Synchronization of two cardiomyocyte with Integrate and 

fire neuron model model is examined in [16]. Adaptive exponential integrate-and-fire neuron model is used to show 

emergence of synchronised firing patterns in a random network in [17]. A fractional-order leaky integrate-and-fire neuron 

model is shown to have long-term memory and power law dynamics in [18]. The leaky integrate and fire neural networks 

are shown to produce chimera states which are coexisting patterns of synchrony and desynchrony in [19]. An adaptive 

neural firing pattern is studies with a variant of the integrate-and-fire neuron model in [20]. Self-synchronization of the 

integrate-and-fire pacemaker model with continuous couplings is examined in [21]. A network of integrate and fire 

neurons is used for visual selection [22]. Origin of firing varibility of the integrate-and-fire model is examined in [23,24]. 

An integrate-and-fire model of a cerebellar granule cell is made in [25]. Chaotic firing is shown to exist in the sinusoidally 

forced leaky integrate-and-fire model with threshold fatigue in [26]. Effects of passive dendritic tree properties on the 

firing dynamics of a leaky integrate-and-fire neuron are inspected in [27]. The parameters of an integrate and fire neuron is 

tuned via a genetic algorithm for solving pattern recognition problems in [28]. Sensitivity of the coefficient of variation of 

interspike intervals on the lower boundary of membrane potential for the leaky integrate-and-fire neuron model is studied 
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in [29]. Approximate information capacity of the perfect integrate-and-fire neuron using the temporal code is estimated in 

[30]. Timeseries prediction ability of a single integrate-and-fire neuron is examined in [31]. 

Neuron emulators are commonly used to examine neuron systems or behaviour of neurons [32-40]. As shown in [12-

31], Lapique neuron model is quite useful and an emulator of the neuron would be quite beneficial for not only research 

but also educational purposes. In this study, first, Lapicque neuron model is summarized and, then a Lapicque neuron 

emulator circuit which can be made using cheap and off-the shelves circuit components is suggested. Experiments are done 

on the designed emulator circuit to evaluate its performance. 

This article is organized as the follows. Lapique's neuron model is introduced in the second section. A Lapique neuron 

emulator circuit is given, it is also explained how it works, and its circuit is analysed in the third section. The experimental 

results are given in the fourth section. The article is finished with conclusion section. 

 

2. Lapicque’s Integrate-And-Fire Model Neuron 
Louis Lapicque presented his neuron model in time domain using constitutive equation of a capacitor: 

 (1) 

where C  is capacitance of the neuron’s membrane and V is the membrane voltage.  

When an input current I flows through the neuron membrane, its voltage rises linearly with time until it becomes equal 

to a fixed threshold voltage VTH, at that point a Dirac delta function spike happens and the membrane voltage gets reset to 

its resting potential. The neuron continues to integrate and fire periodically after the reset. The operating or the firing 

frequency of the Lapique neuron designated as f(I) is proportional to its current.  

 (2) 

The firing frequency rises linearly without any limit as the membrane current increases. A refractory period tref can be 

used to make the Lapique neuron model more accurate by limiting its operating frequency. The firing frequency in this 

case given as 

      (3) 

Although a shortcoming of this neuron model is that it does not possess a time-dependent memory. If the membrane 

current becomes zero and its voltage is below its threshold voltage at some time, it keeps that voltage indefinitely and it 

does not fire until it is fed again with a sufficient amount of current for a sufficiently long time. This retention 

characteristic does not fit observed neuronal behaviour. 

 

3. The Lapicque Neuron Emulator Circuit 
The Lapicque Neuron Emulator Circuit shown in Figure 1 is suggested in this paper. It has two opamps. One of the 

opamps, U1, is used as a voltage follower fed by a voltage divider made of R1 and R2 resistors to obtain the membrane 

resting potential. The electromechanical relay RL1 and the transistor Q1 are used to fire the neuron emulator to reset its 

voltage to the membrane resting potential. The transistor Q1 is triggered by the opamp U2 when the potential at its positive 

node becomes equal to the emulator thereshold voltage VTH obtained by the voltage divider made of R3 and R4 resistors. 

When this happens, the capacitor voltage becomes zero. The potential at U2’s positive node is also the neuron emulator 

voltage. The freewheeling diode D1 is used to protect the relay RL1.  
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Fig. 1: Lapique neuron emulator schema. 

 

The circuit analysis of the Lapicque neuron emulator is given as the follows. The capacitor current is given as 

 (4) 

Where vC is the capacitor current and C is the membrane capacitance. The capacitor is fed by the current source IS. 

Therefore, its current is given as 

 (5) 

Vmin is the membrane resting potential obtained by the voltage divider made of R1 and R2 resistors and it calculated as 

 (6) 

The neuron voltage is the sum of the capacitor current and the voltage across R2 reflected by means of using an opamp: 

 (7) 

Firing period of the neuron emulator is found as  

 (8) 

Where Vmax is the threshold voltage obtained by the voltage divider made of R3 and R4 resistors and it calculated as 

 (9) 

Firing frequency of the neuron emulator is given as  

 (10) 

By adjusting the current source magnitude, firing frequency of the neuron emulator can be adjusted. 

 

4. Experimental Results  

The Lapicque Neuron Emulator is made of the components given in Table 1.  The Lapique neuron emulator circuit is 

made as a printed circuit board shown in Figure 2 and is used in the experiments. A digital oscilloscope is used to acquire 

the neuron emulator voltage and the acquired waveforms are shown in Figure 3. Due to the relay RL1 and the freewheeling 

diode D1 used, the circuit produces some dead time therefore the period is less than the calculated neuron firing time. The 

voltage waveforms have some spiking due the used relay’s contact bouncing (uncontrolled opening and closing of the 
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contacts due to internal forces within the relay). As shown in Figure 3, the neuron emulator mimics the activation 

potentials well. İnterestingly, the spikes in the voltage waveform can be interpreted as the unsuccessful or failed neuron 

firing.  
          Table 1: The Component Values 

 

R1 1.8 KΩ

BAT1 5 V R2 12 KΩ

IS1 50 µA R3 33 KΩ

+Vcc +5 V R4 4.7 KΩ

-Vcc -5 V R5 10 Ω

R6 330 Ω

U1 TLC272

U2 TLC272 C1 47 nF

RL1 5V D1 1N4001

Opamps

Circuit Elements

Resistors

Relay

Sources and 

Feeds

Capacitor

Diode

 
 

         

       Fig. 2: Photo of the assembled Lapique neuron emulator circuit. 
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Fig. 3:  (a) Lapique neuron emulator voltage. (b) Its zoomed view. 
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5. Conclusion 
Lapique neuron emulator is the simplest neuron model but it is still used in neuronal studiesdue to its simplicity and 

ability to mimic real neurons. In this study, it is shown that Lapique neuron emulator can be made using cheap off-the shelf 

components easily. The Lapique neuron emulator circuit we suggest in this paper is easy to build. Performance of Lapique 

neuron emulator is verified experimentally. It can emulate not only the successful but also the failed neuron firings. In this 

study, an electromechanical relay is used. If a solid-state relay or a semiconductor switch is used, the circuit can operate 

with higher firing (operating) frequencies. The emulator or its varieties can be easily made as graduate project by the senior 

students. A few of them can be connected to show phenomenon such as synchronization. That’s why the emulator can be 

used in biomedical engineering education and research to show and prove neuronal concepts. 
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