
Proceedings of the 6th World Congress on Electrical Engineering and Computer Systems and Sciences (EECSS’20) 

Prague, Czech Republic Virtual Conference – August, 2020 

Paper No. ICBES 122 

DOI: 10.11159/icbes20. 122 

ICBES 122-1 

 

FA-1D-CNN Implementation to Improve Diagnosis of Heart Disease Risk 
Level  

 

Mohammad M R Khan Mamun, Ali Alouani 
Tennessee Technological University 

Cookeville, TN, USA. 

Mrkhanmamu42@students.tntetch.edu; Aalouani@tntech.edu 

 

 
Abstract - During the last decade heart disease become the leading cause of death around the world. Improving the accuracy of 

detection of heart disease from readily available biomedical data will enhance possibility of early treatment and low mortality rate.  

This paper proposes a heart disease diagnosis system using feature optimization algorithm from firefly algorithm (FA) which is a nature 

inspired swarm technology and a deep learning technique called convolutional neural network (CNN). The automated diagnosis 

overcomes the problem of nonstationary and nonlinearity nature of ECG wave. FA performs better by finding the global optima faster 

than other contemporary nature inspired algorithm such as: genetic algorithm or particle swarm optimization.  

The method was trained and tested using two separate clinically available electrocardiogram (ECG) databases against other machine 

learning algorithm. The correctly classified outcome using FA-CNN is 88.25% with kappa statistics of .703, while 84.26% correctly 

classified outcome and kappa statistics of .63 was achieved using same approach without using FA. 
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1. Introduction 
Cardiovascular disease (CVD) and stroke are the two leading cause of death in the world. About 735,000 people in the 

U.S. have heart attacks each year, of those about 120,000 die [1]. According to World Health Organization (WHO) 

approximately 17.7 million people died from CVDs in 2015 [2]. These statistics alone are sufficient to signify the 

importance of studying cardiovascular activity of human so that necessary measures can be taken to prevent any potential 

severe consequence. Since many features from heart signal reflect the function of the heart, it is difficult for the physician 

to quickly and accurately perform diagnosis. Correct early detection of heart disease can provide the chance to patient to 

take proper medication, lifestyle change or surgery if necessary before it is too late [3]. By employing computerized 

technologies for heart disease diagnosis, the physician can come to a faster and more accurate conclusion. 

Based on soft computing, currently there are several heart disease diagnosis systems being proposed by researchers. 

Integration of different techniques together to make hybrid models is prominent because they   perform better than the use 

of a single technique [4]-[9]. Many researchers have investigated feature selection for heart disease diagnosis, prominently 

based on support vector machine (SVM) [8]. SVM classifier was combined with forward feature inclusion [4] and uses 

multivariable adaptive regression splines to reduce the set of explanatory features [10], then use particle swarm 

optimization (PSO) [11]. Recently, rough set theory has been used to investigate data dependencies and reduction of data 

attributes, also greedy heuristics were applied to find attribute reduction as well based on rough set [12], [13].  Though 

these approaches are fast, but they may work for the heuristic feature selection only [14]-[16]. Meta-heuristic algorithms 

were applied for attribute reduction based on rough set was also investigated [14]-[16]. Firefly algorithm is one of the 

recent swarm intelligence techniques that rely on flashing behaviour of fireflies in nature which finds the global optimal 

solution in the search space and is used to solve many difficult combinational optimization problems [17]. It showed higher 

success rate than PSO or genetic algorithm because this algorithm is   more efficient in finding the global optima [18].  

Researchers have utilized several computer-aided heart disease detection methods using clinical data, such as: decision 

trees [19], support vector machine [20], ensemble machine learning [21], rotation forest classifier [22], K-star algorithm 

[23], neuro fuzzy classifier [24], Bayesian algorithm[25], artificial neural network (ANN) [26] and rule organization 

method [27], [28], etc. Most of these approaches use heart rate variability (HRV) as an accurate marker for heart disease, 

but building HRV based model is time consuming as well as prone to error due to large amount of pre-processing and 
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manual selection of appropriate features. Among the most ANN based methods  which have been researched, several 

hybrid models are widely adopted in medical diagnosis due to their ability of handling complex linear as well as non-linear 

models [29]-[32]. Though these ANN-based methods provide useful decision support system to an extent, the attributes for 

heart disease are generally assumed to have equal contribution. Whereas, there exist several researches providing proof that 

the heart disease attributes have varying range of contributions to the overall outcome of disease diagnosis [33]-[35].  Deep 

learning is a representation based learning which consists of one input layer, hidden layers and one output layer. It follows 

a systematic approach where the network is fed data and automatically learns the necessary framework for classification, 

whereas multiple hidden layers explain the word “deep” in learning [36]. Using back propagation algorithm, a 

convolutional neural network (CNN) is one of the most popular neural network techniques [37]. For several decades, CNN 

has been used in computer vision, analysing healthcare data, medical images, pathological images, MRI and X-ray images, 

pattern recognition, electron transport proteins etc.[38]-[50].  

 In this paper, we propose an integrated decision support system for heart disease detection based on efficient hyperplane 

framework with 1D-CNN that utilizes one of the most well-known natural inspired swarm intelligence systems called 

firefly algorithm (FA). In [51]-[53], combination of FA and 2D-CNN has been applied to medical image analysis to 

perform diagnosis. In this work, the combination of FA and 1D-CNN of physiological signal to diagnose heart disease is 

proposed. The proposed approach is significantly less computationally extensive than diagnosis using image analysis.  

The 1D-CNN is able to reduce network units using convolution layers. The use of FA-CNN provides faster global optima 

than other swarm intelligence algorithms [18]. It has superior performance over other classification techniques using 

physiological signals [54]-[56], which have used 1D CNN only. To our knowledge, this method is the first one to 

investigate the performance of FA-1D-CNN with physiological signals.   The proposed method involves two sequential 

steps, firstly FA is used to properly rank and optimize the number of features or attributes, and secondly the chosen 

optimized attributes are applied to train a 1D-CNN classifier using an online dataset (PTB Diagnostic ECG Database) for 

prediction of heart disease. The performance of the proposed method (FA and 1D-CNN) was evaluated by using a separate 

dataset called MIT-BIH from physionet. 

 

2. Materials and methods 
In section 2.1, the clinical data for heart disease are discussed. In sections 2.2 & 2.3, the background for FA and CNN are 

provided. In section 2.4, the implementation of FA-CNN is discussed. 

 

2.1. Heart disease dataset 
In the study, the PTB Diagnostic ECG Database was used to train and validate, MIT-BIH collected from physionet was 

utilized to evaluate the performance of the proposed hybrid model identifying heart disease among patients [57]. In PTB 

dataset there are 549 records for 290 subjects with 52 are healthy. For each record , 180 sample points were collected from 

randomly chosen beat and from the P,Q,R,S,T points the 10 more segments or interval were also calculated. These 190 

features will be input for the firefly algorithm for feature optimization. For evaluate data, from MIT-BIH database 500 

randomly selected ECG fragments were used. 

 

2.2. Nature inspired swarm intelligence: Firefly algorithm (FA) 
Firefly algorithm is a multimodal optimization algorithm based on flashing characteristics of fireflies in nature. The main 

assumption is each solution (firefly) moves towards more attractive solutions (fireflies). Since the real firefly behaviour is 

much more complex and sophisticated it requires some simplified rules to use them in other practical diagnoses.  

According to Yang who proposed the firefly algorithm [17], fireflies have three major attributes towards other fireflies as 

principles: 1. Regardless of their sex they are attracted to each other due to being unisex in nature, 2. The brighter they are 

the more attractive they become, 3. Computation of brightness is based on an objective function, distance between fireflies 

are inversely proportional to brightness and attractiveness [17], [18].  

Firefly algorithm has two parameters: the variation in light intensity and the attractiveness of firefly to each other. The light 

intensity L(r) changes inversely proportional to square of distance according to following formula in Eq. (1):    
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                  𝐿(𝑟) =
𝐿𝑠

𝑟2                                                  (1) 

 

 where, the intensity of the light source is L(r) and the fitness function is LS for a maximization problem. LO is the 

intensity at the source (r=0), and for a fixed air absorption coefficient “γ”, the light intensity L varies with distance “r” as 

shown in Eq.(2)The combination of effects from inverse square law and the absorption law can be expressed as an 

approximation as Eq. (3) [17]: 

 

                                                       𝐿(𝑟) = 𝐿0𝑒−𝑟𝛾                                       (2) 

                                       𝐿 = 𝐿0𝑒−𝑟2𝛾                          (3) 

 

  The attractiveness A of any firefly is proportional to its light intensity of other fireflies adjacent to and AO is the 

attractiveness at r=0,  

 

𝐴(𝑟) = 𝐴0𝑒−𝑟2𝛾                     (4) 

 

The distance dij  between two fireflies i and j at point xi  and xj in Cartesian coordinate system is: 

 

                                                  𝑑𝑖𝑗 = |𝑥𝑖 − 𝑥𝑗| =  √∑ |(𝑥
𝑖𝑘

𝑙
𝑘=1 − 𝑥𝑖𝑘)|                     (5) 

 

The firefly i can travel towards firefly j using Eq. (5), [17]:  

 

             𝑥𝑖
𝑡+1 =  𝑥𝑖

𝑡 + 𝐴0𝑒−𝛾𝑟𝑖𝑗
2

(𝑥𝑗
𝑡 − 𝑥𝑖

𝑡) +  𝛼 (𝑟𝑎𝑛𝑑 − .5)           (6) 

 

The first part of Eq. (6) denotes the current location of firefly i, the second term is used to determine the attractiveness (A) 

of a firefly towards a neighbouring firefly, and the third term indicates the random walk of a firefly. When the firefly i does 

not find an attractive firefly j nearby, then it will go for a random walk using the third part of Eq. (6), where α is a 

randomization parameter and rand ([0, 1]) function generator. FA is controlled by three parameters: the randomization 

parameter α, the absorption coefficient γ and the attractiveness A. FA shows two distinguished asymptotic behaviour, when 

γ is zero, A becomes AO and when γ becomes infinity, the second part in Eq. (6) vanishes and the firefly movement 

becomes a random walk 

 

2.3. Convolutional neural network 
In convolutional neural network are similar to artificial neural network (ANN) in a way that they are also comprised of 

neurons that self-optimize through learning. There is an input layer, a number of hidden layers and an output layer in both 

cases. The major difference between them is that in CNN only the last layer is fully connected, but in ANN all the layers 

are fully connected. Also, in CNN the hidden layers are named differently due to their functionality such as: convolution 

layer, the rectified linear unit, pooling layer, etc.   In Fig.1 a common architecture of convolutional neural network 

comprised of the layers is shown. 

Conventional 2D CNN are used to implement pattern recognition or classification of mostly images, an alternative 

version which is 1D CNNs are useful with 1D signals due to reasons such as: simplification of matrix operation by 

replacing it with array operation in back propagation (BP). 1D CNN has shallower architecture than the 2D counterpart, 2D 

CNN requires cloud computing or GPU, while 1D CNN can be implemented using a standard computer, due to the low 
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computational requirement of 1D CNN. This network is well suited for real time and low cost applications. Three 

consecutive CNN layers of a 1D CNN is shown in fig. 2.  

The 1D CNN filter kernel size is 3 and sub sampling factor is 2 where kth neuron in the hidden layer ‘l’ first goes 

through sequence of convolutions, which later passes through the activation function  ‘f’  after that is the sub-sampling 

operation. In 2D CNN the array is replaced by matrix of kernel and feature maps. Next, the CNN layers process the 

raw data and extract only features which are used in classification in next layers which are fully connected. The reason 

behind being less computational than 2D is that 1D CNN does a sequence of 1D convolution which is simply linear 

weighted sum of two 1D arrays. In each CNN layer, the 1D forward propagation is expressed as in (7):  

 

                                                               𝑥𝑘
𝑙 = 𝑏𝑘

𝑙 +  ∑ 𝑐𝑜𝑛𝑣1𝐷 (
𝑁𝑙−1
𝑖=1 𝑤𝑖𝑘

𝑙−1, 𝑠𝑖
𝑙−1)              (7) 

 

                                                        𝐸𝑝 = 𝑀𝑆𝐸 (𝑡𝑝 , [𝑦1
𝐿 , … , 𝑦𝑁𝐿

𝐿 ]
′
) =  ∑ (𝑦𝑖

𝐿 − 𝑡𝑖
𝑝)2𝑁𝐿

𝑖=1                                                (8) 

 

 

 
            Fig. 1: Convolutional neural network architecture [61].    Fig. 2: Three consecutive hidden CNN layers of a 1D CNN [62].   

 

 

Where,  𝑥𝑘
𝑙  is as input, 𝑏𝑘

𝑙  is bias of kth neuron at layer ‘l’, 𝑠𝑖
𝑙−1  is the output of ith neuron at layer l-1, 𝑤𝑖𝑘

𝑙−1 is the kernel 

from the ith  neuron at layer l-1 to the kth neuron at layer l. if the tp is the target and [𝑦1
𝐿, … , 𝑦𝑁𝐿

𝐿 ]
′
 is the output vector 

respectively, the mean-squared error (MSE) can be obtained in (8) . From the first multi-layer perceptron (MLP) to the last 

convolutional neural network layer, the regular back propagation is done as in equation (9), 

 

 

                                                                
𝜕𝐸

𝜕𝑆𝑘
𝑙 = 𝛥𝑆𝑘

𝑙 = ∑
𝜕𝐸

𝜕𝑥𝑖
𝑙+1

𝑁𝑙+1
𝑖=1

𝜕𝑥𝑖
𝑙+1

𝜕𝑆𝑘
𝑙 = ∑ 𝛥𝑖

𝑙+1𝑤𝑘𝑖
𝑙     

𝑁𝑙+1
𝑖=1             (9) 
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2.4. Implementation of FA-CNN 

 
Fig. 3: Whole FA-CNN system for heart disease diagnosis. 

 

In fig.3, the whole disease diagnosis system is shown. The system begins with putting the dataset through 

normalization and FA for optimized set of features.  

Normalization is applied to avoid numerical difficulties during computation process so feature with greater range does 

not dominate the features with smaller range. Next, FA process started with two steps: exploitation and diversification. 

Using Eq. (6), the movement of a feature (firefly) is decided and on other side the diversification is done by changing the 

parameter γ and A. When γ=0 then A=AO in that case the value of A is the largest possible and the solution moves towards 

other solution with largest possible leap so the diversification is minimum, while the exploitation is maximum. On the 

other hand when γ is infinity then A=0, so each feature (solution) moves in a random way so there is no exploitation at all. 

ECG featured before optimizations were 180 feature points from each segment of 500 records, adding with 10 more 

feature from intervals. From the ranking of firefly algorithm 24 feature were selected as input for the CNN so the 

convergence and reliability increases.  

In this work, the proposed convolutional neural network consists of 6 layers including 2 convolutional layers, 2 max 

pooling layers and 2 fully-connected layers. In every convolution layer, the layers are convolved with the respective kernel 

(4 for 1st convolution layer, 3 for 2nd convolution layer). The objective of max pooling is to reduce the number of features, 

the stride for convolution and max-pooling layers are 1 and 2 respectively. The fully connected output layers have output 

neurons as 8 and 2, respectively. Ten-fold cross validation [63] has been applied, where the total patient number is divided 

into 10 equal clusters in random, where 9 were used to train for the proposed model and 1 to validate the diagnosis 

effectiveness. MIT-BIH database were used to evaluate the performance of the convolution neural network. 
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3. Performance Evaluation 
          To provide a comparison among classification techniques the following evaluation parameters were used: correctly 

classified, incorrectly classified, kappa statistics, mean absolute error, true positive (TP) rate, false positive (FP) rate, 

precision, recall and F-measure. Kappa statistics (K_S) is defined as ratio of (Observed agreement-Expected agreement) 

and (1-Expected agreement). 

           So when two measurements agree by chance, the K_S is zero and when two measurements agree perfectly the K_S 

value is 1.0. True positive rate when the model correctly predicts the positive class similarly, the false positive rate is an 

outcome when the model incorrectly predicts the positive class. The formula for precision, recall and accuracy are given as 

: Precision = (TP/TP+FP), Recall = (TP/TP+FN), Accuracy = (True positive +True negative)/Total outcome and F-

Measure = 2*(precision*recall) / (precision + recall).        

          In table1, a comparison of statistical parameters related to the performance evaluation among the common 

classification techniques and the proposed method is shown. High precision means that an algorithm returned substantially 

more relevant results than irrelevant ones, while high recall means that an algorithm returned most of the relevant results. 

 
Table. 1: A comparison among classification techniques performance 

Classifier Precision Recall F-measure 

Proposed method 0.853 0.867 0.860 

Proposed method without FA 0.828 0.832 0.830 

Random Forest 0.78 0.805 0.792 

ANN 0.813 0.814 0.813 

Logistic regression 0.774 0.783 0.778 

 

 
Fig. 4: The TP and FP comparison among classifier. 

 

In Fig.4, the comparison of techniques with true positive and false positive predicted diagnosis is shown. 

All the results confirm that the proposed FA-CNN method outperforms the other machine learning techniques 

for detecting heart disease in terms of common statistical parameters.  

 
4. Conclusions and future work 

A new classification algorithm model using physiological information was proposed. The model is a 

combination of firefly algorithm, a nature inspired swarm intelligence algorithm, and 1D convolutional neural 

network. The proposed FA-CNN model has been trained and tested using dataset containing physiological 
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information of patient about their heart disease. Using common statistical performance evaluation parameters, 

the proposed method performs better than the other common machine learning classification techniques in 

detecting heart disease. Future work will focus on making the proposed model more robust, with improvement in 

correctly predicting outcomes and better optimization of the feature set to make the system perform faster. 
 

References 
[1] https://www.heart.org, 2017. [Online]. Available: https://www.heart.org/idc/groups/ ahamah 

public/@wcm/@sop/@smd/documents/downloadable/ucm_470704.pdf. [Accessed: 19- Apr- 2017]. 

[2]   World Health Organization, “Cardiovascular diseases (CVDs),” 2017. [Online]. Available: 

http://www.who.int/mediacentre/factsheets /fs317/en/. [Accessed: 05-Jul-2017]. 

[3]   E. G. Nabel and E. Braunwald, "A tale of coronary artery disease and myocardial infarction," N. Engl. J. Med., vol. 

366, (1), pp. 54-63, 2012.  

[4]   S. Shilaskar and A. Ghatol, "Feature selection for medical diagnosis: Evaluation for cardiovascular diseases," Expert 

Syst. Appl., vol. 40, (10), pp. 4146-4153, 2013.  

[5]   J. Wan Mingzhi Huang, Yongwen Ma, Wenjie Guo, Yan Wang, Huiping Zhang, Weijiang Li, and Xiaofei Sun, 

"Prediction of effluent quality of a paper mill wastewater treatment using an adaptive network-based fuzzy inference 

system," Applied Soft Computing, vol. 11, (3), pp. 3238-3246, 2011.  

[6]   J. Nahar , Tasadduq Imam, Kevin S. Tickle, and Yi-Ping Phoebe Chen, "Computational intelligence for heart disease 

diagnosis: A medical knowledge driven approach," Expert Syst. Appl., vol. 40, (1), pp. 96-104, 2013.  

[7]   A. Khemphila and V. Boonjing, "Heart disease classification using neural network and feature selection," in 2011 21st 

International Conference on Systems Engineering, 2011, pp. 406-409. 

[8]   W. Guan, A. Gray and S. Leyffer, "Mixed-integer support vector machine," in NIPS Workshop on Optimization for 

Machine Learning, 2009, . 

[9]   E. Avci, "A new intelligent diagnosis system for the heart valve diseases by using genetic-SVM classifier," Expert 

Syst. Appl., vol. 36, (7), pp. 10618-10626, 2009.  

[10] Y. E. Shao, C. Hou and C. Chiu, "Hybrid intelligent modeling schemes for heart disease classification," Applied Soft 

Computing, vol. 14, pp. 47-52, 2014.  

[11] H. H. Inbarani, A. T. Azar and G. Jothi, "Supervised hybrid feature selection based on PSO and rough sets for medical 

diagnosis," Comput. Methods Programs Biomed., vol. 113, (1), pp. 175-185, 2014.  

[12] C. Velayutham and K. Thangavel, "Unsupervised quick reduct algorithm using rough set theory," Journal of 

Electronic Science and Technology, vol. 9, (3), pp. 193-201, 2011.  

[13] S. Teng ,Shi-lin Zhou, Ji-xiang Sun, and Zhi-yong Li., "An efficient attribute reduction algorithm," in 2010 2nd 

International Conference on Advanced Computer Control, 2010, . 

[14] D. Ye, Z. Chen and S. Ma, "A novel and better fitness evaluation for rough set based minimum attribute reduction 

problem," Inf. Sci., vol. 222, pp. 413-423, 2013.  

[15] X. Wang , Jie Yang, Xiaolong Teng, Weijun Xia, and Richard Jensen, "Feature selection based on rough sets and 

particle swarm optimization," Pattern Recog. Lett., vol. 28, (4), pp. 459-471, 2007.  

[16] H. H. Inbarani, A. T. Azar and G. Jothi, "Supervised hybrid feature selection based on PSO and rough sets for medical 

diagnosis," Comput. Methods Programs Biomed., vol. 113, (1), pp. 175-185, 2014.  

[17] X. Yang, "Firefly algorithms for multimodal optimization," in International Symposium on Stochastic Algorithms, 

2009, pp. 169-178. 

[18] X. Yang, Nature-Inspired Metaheuristic Algorithms. Luniver press, 2010. 

[19] M. Shouman, T. Turner and R. Stocker, "Using decision tree for diagnosing heart disease patients," in Proceedings of 

the Ninth Australasian Data Mining Conference-Volume 121, 2011, pp. 23-30. 

[20] A. D. Dolatabadi, S. E. Z. Khadem and B. M. Asl, "Automated diagnosis of coronary artery disease (CAD) patients 

using optimized SVM," Comput. Methods Programs Biomed., vol. 138, pp. 117-126, 2017.  



 

 

 

 

 

 

ICBES 122-8 

[21] K. H. Miao, J. H. Miao and G. J. Miao, "Diagnosing coronary heart disease using ensemble machine learning," Int J 

Adv Comput Sci Appl (IJACSA), 2016.  

[22] A. Ozcift and A. Gulten, "Classifier ensemble construction with rotation forest to improve medical diagnosis 

performance of machine learning algorithms," Comput. Methods Programs Biomed., vol. 104, (3), pp. 443-451, 2011.  

[23] W. Wiharto, H. Kusnanto and H. Herianto, "Intelligence system for diagnosis level of coronary heart disease with K-

star algorithm," Healthcare Informatics Research, vol. 22, (1), pp. 30-38, 2016.  

[24] H. R. Marateb and S. Goudarzi, "A noninvasive method for coronary artery diseases diagnosis using a clinically-

interpretable fuzzy rule-based system," J. Res. Med. Sci., vol. 20, (3), pp. 214-223, Mar, 2015.  

[25] R. Detrano , Andras Janosi, Walter Steinbrunn, Matthias Pfisterer, "International application of a new probability 

algorithm for the diagnosis of coronary artery disease," Am. J. Cardiol., vol. 64, (5), pp. 304-310, 1989.  

[26] O. Y. Atkov , Svetlana G. Gorokhova, Alexandr G. Sboev , "Coronary heart disease diagnosis by artificial neural 

networks including genetic polymorphisms and clinical parameters," J. Cardiol., vol. 59, (2), pp. 190-194, 2012.  

[27] D. Pal , K. M. Mandana, Sarbajit Pal, Debranjan Sarkar, and Chandan Chakraborty, "Fuzzy expert system approach 

for coronary artery disease screening using clinical parameters," Knowledge-Based Syst., vol. 36, pp. 162-174, 2012.  

[28] Mamun, Mohammad Mahbubur Rahman Khan and A. Alouani, "Using photoplethysmography & ECG towards a non-

invasive cuff less blood pressure measurement technique," in 2019 IEEE Canadian Conference of Electrical and 

Computer Engineering (CCECE), 2019, pp. 1-4. 

[29] O. W. Samuel , Oluwarotimi Williams, Grace Mojisola Asogbon, "An integrated decision support system based on 

ANN and Fuzzy_AHP for heart failure risk prediction," Expert Syst. Appl., vol. 68, pp. 163-172, 2017.  

[30] O. W. Samuel, M. Omisore and B. Ojokoh, "A web based decision support system driven by fuzzy logic for the 

diagnosis of typhoid fever," Expert Syst. Appl., vol. 40, (10), pp. 4164-4171, 2013.  

[31] E. O. Olaniyi, O. K. Oyedotun and K. Adnan, "Heart diseases diagnosis using neural networks arbitration," 

International Journal of Intelligent Systems and Applications, vol. 7, (12), pp. 72, 2015.  

[32] İ Babaoglu, O. Findik and E. Ülker, "A comparison of models utilizing binary particle swarm optimization and genetic 

algorithm in determining coronary artery disease," Expert Syst. Appl., vol. 37, (4), pp. 3177-3183, 2010.  

[33] H. Wedel , John JV McMurray, Magnus Lindberg, John Wikstrand, "Predictors of fatal and non‐fatal outcomes in the 

Controlled Rosuvastatin Multinational Trial: incremental value of A‐1, high‐sensitivity C‐reactive peptide and N‐

terminal pro B‐type natriuretic peptide," European Journal of Heart Failure, vol. 11, (3), pp. 281-291, 2009.  

[34] M. Senni , Michele, Piervirgilio Parrella, Renata De Maria, Ciro Cottini, Michael Böhm, , "Predicting heart failure 

outcome from cardiac and comorbid conditions: the 3C-HF score," Int. J. Cardiol., vol. 163, (2), pp. 206-211, 2013.  

[35] K. Rahimi, A. Patel and S. MacMahon, "Two decades of research on innovative models of care delivery for patients 

with heart failure: the end or just the beginning?" Archives of Iranian Medicine (AIM), vol. 15, (7), 2012.  

[36] Y. LeCun, Y. Bengio and G. Hinton, "Deep learning. nature 521 (7553), 436-444," Google Scholar Google Scholar 

Cross Ref Cross Ref, 2015.  

[37] H. Greenspan, B. Van Ginneken and R. M. Summers, "Guest editorial deep learning in medical imaging: Overview 

and future promise of an exciting new technique," IEEE Trans. Med. Imaging, vol. 35, (5), pp. 1153-1159, 2016.  

[38] U. R. Acharya , U. Rajendra, Hamido Fujita, Oh Shu Lih, Yuki Hagiwara, Jen Hong Tan, and Muhammad Adam, 

"Automated detection of arrhythmias using different intervals of tachycardia ECG segments with convolutional neural 

network," Inf. Sci., vol. 405, pp. 81-90, 2017.  

[39] H. Greenspan, B. Van Ginneken and R. M. Summers, "Guest editorial deep learning in medical imaging: Overview 

and future promise of an exciting new technique," IEEE Trans. Med. Imaging, vol. 35, (5), pp. 1153-1159, 2016.  

[40] S. Pereira , Sérgio, Adriano Pinto, Victor Alves, and Carlos A. Silva, "Brain tumor segmentation using convolutional 

neural networks in MRI images," IEEE Trans. Med. Imaging, vol. 35, (5), pp. 1240-1251, 2016.  

[41] M. Kallenberg , Michiel, Kersten Petersen, Mads Nielsen, , "Unsupervised deep learning applied to breast density 

segmentation and mammographic risk scoring," IEEE Trans. Med. Imaging, vol. 35, (5), pp. 1322-1331, 2016.  

[42] N. Hatipoglu and G. Bilgin, "Cell segmentation in histopathological images with deep learning algorithms by utilizing 

spatial relationships," Med. Biol. Eng. Comput., vol. 55, (10), pp. 1829-1848, 2017.  



 

 

 

 

 

 

ICBES 122-9 

[43] M. J. Van Grinsven , Mark JJP, "Fast convolutional neural network training using data sampling: Application to 

hemorrhage detection in color fundus images," IEEE Trans. Med. Imaging, vol. 35, (5), pp. 1273-1284, 2016.  

[44] V. Gulshan , Varun, Lily Peng, Marc Coram, Martin C. Stumpe, , "Development and validation of a deep learning 

algorithm for detection of retinopathy in retinal fundus photographs," Jama, vol. 316, (22), pp. 2402-2410, 2016.  

[45] J. H. Tan , Jen Hong, U. Rajendra Acharya, , "Segmentation of optic disc, fovea and retinal vasculature using a single 

convolutional neural network," Journal of Computational Science, vol. 20, pp. 70-79, 2017.  

[46] A. A. A. Setio , Arnaud Arindra Adiyoso, Francesco Ciompi, Geert Litjens, Paul Gerke, Colin Jacobs, Sarah J. Van 

Riel, Mathilde Marie Winkler Wille, , "Pulmonary nodule detection in CT images: false positive reduction using 

multi-view convolutional networks," IEEE Trans. Med. Imaging, vol. 35, (5), pp. 1160-1169, 2016.  

[47] N. Tajbakhsh , Nima, Jae Y. Shin, Suryakanth R. Gurudu, , "Convolutional neural networks for medical image 

analysis: Full training or fine tuning?" IEEE Trans. Med. Imaging, vol. 35, (5), pp. 1299-1312, 2016.  

[48] D. Ravì , Daniele, Charence Wong, Fani Deligianni, Melissa Berthelot, Javier Andreu-Perez, Benny Lo, , "Deep 

learning for health informatics," IEEE Journal of Biomedical and Health Informatics, vol. 21, (1), pp. 4-21, 2016.  

[49] N. Le, Q. Ho and Y. Ou, "Incorporating deep learning with convolutional neural networks and position specific 

scoring matrices for identifying etp," Journal of Computational Chemistry, vol. 38, (23), pp. 2000-2006, 2017.  

[50] N. Q. K. Le , Quang-Thai Ho, , "DeepETC: A deep convolutional neural network architecture for investigating and 

classifying electron transport chain's complexes," Neurocomputing, vol. 375, pp. 71-79, 2020.  

[51] M. Elhoseny and K. Shankar, "Optimal bilateral filter and convolutional neural network based denoising method of 

medical image measurements," Measurement, vol. 143, pp. 125-135, 2019.  

[52] A. I. Sharaf and E. F. Radwan, "An automated approach for developing a convolutional neural network using a 

modified firefly algorithm for image classification," in Applications of Firefly Algorithm ,Springer, 2020, pp. 99-118. 

[53] I. Strumberger , Eva Tuba, Nebojsa Bacanin, Miodrag Zivkovic, Marko Beko, and Milan Tuba, "Designing 

convolutional neural network architecture by the firefly algorithm," in Proceedings of the 2019 International Young 

Engineers Forum (YEF-ECE), Costa Da Caparica, Portugal, 2019, pp. 59-65. 

[54] T. Ince , Serkan Kiranyaz, Levent Eren, Murat Askar, and Moncef Gabbouj, "Real-time motor fault detection by 1-D 

convolutional neural networks," IEEE Trans. Ind. Electron., vol. 63, (11), pp. 7067-7075, 2016.  

[55] A. Y. Hannun , Pranav Rajpurkar, "Cardiologist-level arrhythmia detection and classification in ambulatory 

electrocardiograms using a deep neural network," Nat. Med., vol. 25, (1), pp. 65, 2019.  

[56] A. Graves, A. Mohamed and G. Hinton, "Speech recognition with deep recurrent neural networks," in 2013 IEEE 

International Conference on Acoustics, Speech and Signal Processing, 2013, pp. 6645-6649. 

[57] G. B. Moody and R. Mark, "MIT-BIH arrhythmia database directory," MITBIH Database Distribution, Harvard–MIT 

Division of Health Sciences and Technology, Massachusetts Institute of Technology, Cambridge, Massachusetts, 

USA.Available on the World Wide Web at:(Http://Www.Physionet. Org/Physiobank/), 1992.  

[58] A. Rajkumar and G. S. Reena, "Diagnosis of heart disease using datamining algorithm," Global Journal of Computer 

Science and Technology, vol. 10, (10), pp. 38-43, 2010.  

[59] R. Detrano , Robert, Andras Janosi, Walter Steinbrunn, Matthias Pfisterer, , "International application of a new 

probability algorithm for the diagnosis of coronary artery disease," Am. J. Cardiol., vol. 64, (5), pp. 304-310, 1989.  

[60] S. Bhatia, P. Prakash and G. Pillai, "SVM based decision support system for heart disease classification with integer-

coded algorithm to select critical features," World Congress on Engineering and Computer Science, 2008, pp. 34-38. 

[61] L. Jing , Ming Zhao, Pin Li, and Xiaoqiang Xu, "A convolutional neural network based feature learning and fault 

diagnosis method for the condition monitoring of gearbox," Measurement, vol. 111, pp. 1-10, 2017.  

[62] S. Kiranyaz , Serkan, Adel Gastli, Lazhar Ben-Brahim, , "Real-time fault detection and identification for MMC using 

1-D convolutional neural networks," IEEE Trans. Ind. Electron., vol. 66, (11), pp. 8760-8771, 2018.  

[63] R. O. Duda, P. E. Hart and D. G. Stork, Pattern Classification. John Wiley & Sons, 2012. 

http://www.physionet/

