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Abstract - In this era of deep learning where AI and machine learning models are used in well-known applications such as speech to 

text, real-time translation, image recognition, requires a large amount of data for the training. To process a large amount the data, model 

efficiency is a major concern, for this, there are few optimizations’ methods being developed by a different researcher. In our research, 

we briefly discussed the famous optimization method such as PSO and their implementation with different machine learning models and 

perform experiments with different volumes of textual data and overview the performance with or without PSO algorithm, besides we 

also utilize a similar approach with neural networks. Experimental results show the proposed overview significance on data volume. 
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1. Introduction 
Artificial intelligence makes it possible to automate complex problems using machine learning and deep learning. This 

state-of-the-art technology enables efficient execution of iterative aspect tasks In an organization, AI provides conveniences 

freeing up resources for priority tasks. AI-based applications have been widely used and are having a huge impact globally. 

Through this, scientists have developed different machine and deep learning algorithms to fully meet the requirements. To 

create an AI-based application, it requires a large amount of data to train the model and get the expected output. Machine 

learning algorithms at another end are used for this purpose. Among them, a few algorithms are widely used such as logistic 

regression, KNN, SVM etc… to process data in terms of classification and predictions [3]. Many researchers have worked 

to create effective methods for the application perspective, in addition to a few algorithms also developed for optimization. 

To conduct an in-depth study of AI-based methods with efficiency, few approaches are used such as PSO, and we applied it 

with different machine, deep learning algorithms to validate the performance of different methods with multiple records. In 

this research, we will study ML and DL algorithms in relation to optimization with different volumes of data. The impact of 

optimization with or without in ML is also with deep learning. 

The motivation of this research is to study the comprehensive analysis of different Machine learning models and deep 

learning algorithms with PSO and without PSO for data processing and classification purpose. The objectives of this paper 

are as follows:  

• To offer automated and robust data processing mechanism.  

• To allow data-based processing of real-time data of different levels.  

• To compare PSO-SAW-based data classification mechanism with Machine learning models on textual data. 
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2. Machine Learning 
Machine learning (ML) is a subfield of Artificial Intelligence and can learn from different data and process the 

concerned task. ML is the most widespread research direction and played a considerable role in different areas, image 

recognition, voice recognition, real-time translation, and recommended system is examples of a machine learning 

algorithm.  

In recent years machine learning algorithms are used in various applications such as IoT, to solve different problems. 

In IoT robotics is the best example for ML-based algorithm, in which it learns from the previous task and executes the 

job in real-time [1]. Moreover, ML algorithms are used to forecast the event by learning from previous data, such as 

weather prediction, financial operations in banking, or tracking Covid patients on a location-based [2]. There are a 

different number of algorithms are available for numerous use cases, each algorithm has a distinct feature for a different 

category of data. Moreover, in artificial intelligence, the computer has the ability to solve complex problems but to give 

predictions and perform classification where the machine learning comes [4]. 

As per the time, data is increasing in massive amount and the complexity increased during optimization, the 

researcher faces more challenges to make it more efficient during training, such optimization algorithm is being 

introduced to solve respective problems. ML is used to give a solution for a range of problems, nevertheless, applications 

such as robotics is the best example of AI with the usage of ML base algorithm, Robot vision [5], navigation process 

used by AI [6], field Robotics [7], Humanoid Robotics, in medical AI is also being used [8]. Due to the adaptation of 

AI in a different field, it’s become popular in the last few years. AI becomes an essential part of human life in current 

days. Furthermore, machine learning which is a subfield also has categories known as supervised [9], unsupervised [10], 

and reinforcement learning [11]. In this section, we are going to discuss a different type of machine learning algorithm 

and we also give a brief overview of different optimization methods. 

 
2.1. Supervised Machine Learning 

In this type of machine learning where the learning is taking place by using the existing data for the training set and 

splitting them into for validation known as supervised learning. In supervised the input variable is used as (X) and the 

output known as (Y) which is being used for classification during training. The function used in this scenario is processed 

as input to output Y= function(X). Classification, regression is a major part of supervised machine learning [12]. For 

sequential data regression algorithms is one of the examples whereas linear regression, Decision tree, Arima e.tc for 

classification logistic regression, SVM, KNN are notably used in supervised machine learning. 

 
2.2. Linear Regression 

In supervised machine learning, linear regression is used for continuous data. It is also used for forecasting data such as 

basic weather forecasting, in real estate price forecasting also used in other industries such as oil firs, financial sector, etc. 

linear regression takes an input between two or more variables. Whereas X is known as the independent variable and Y is 

known as a dependent variable. The dependent and independent variables demonstrate the linear correlation. In this 

machine learning method where the analysis is done based on a linear model called linear regression. In linear regression, 

it finds the most suitable parameters and creates a straight line using data points, as shown in Figure 1. 

 
  

Figure 1 Linear Regression 
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2.3. Logistic Regression 
In this supervised machine learning method, which is mainly used for classification, the difference between linear and 

logistic regression its data point is not coordinated. The structure of datapoints is settled in a pile, whereas each pile is known 

for a different category in labelled form as shown in figure 2. 

 
Figure 2 Logistic Regression. 

 

In this supervised algorithm it used for applications such as spam filter, win or lose, classification for cat and dog 

e.tc. To perform such method data is required for training, and during training it use optimization algorithm to locate the 

best regression coefficient [13]. The input is obtained by using a function known as; 

 
Therefore μ is a position parameter (the midpoint of the curve, where p(μ)=1/2 ) s is known as scale proportional to the 

variance. The above function is used to get the range from positive infinity to negative. 0, 1 is the range for dependent values. 

Moreover, the sigmoid function is extensively used during training. Logistic regression-based classification is given an 

arbitrary set of inputs, and then the output is obtained by a function, which is the classification of the input data. For example, 

to simplify processing, when classifying, the function output 0 or 1 in the two classifications represents two classes. 

According to the actual needs and the above analysis, the above function argument range is from positive infinity to negative 

infinity. The dependent variable range is 0 or 1. Many functions satisfy the above conditions. The most intuitive one is the 

0-1 step function. However, the step function is not steerable at the step point, which is not conducive to mathematical 

processing. Therefore, the Sigmoid function is now widely used, as shown in fig 3 

 

Figure 1 Sigmoid function 

 
2.4. KNN 

In supervised learning KNN which is known as K-Nearest Neighbour are commonly used in machine learning for 

classification and extensively used in many applications [14]. In KNN each sample belongs to category. For the classification 

there are few factors take place during training such as setting up the K- Value distance volume, and decision rule. Whereas 

“the minority obeys the majority” [15] used for the optimization. Value for k is selected on the bases of distance to perform 

training in optimized manner. There is different procedure take place to perform optimized training by various researchers. 
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PSO is being used by Chen et-al [16] to optimized weights of KNN. GWO is also used by Xu et-al [17]. TS [18] is being 

used by Tahir et-al for the selection of K value. Similarly other optimized algorithms are also being used such as 

evolution DE [19], whale algorithm [20] 

           

2.5. Naïve Base  
The Naïve Bayes (NB) classifier is a supervised probabilistic learning technique that is regularly used for 

classification purposes, it is simple but very accurate. It is based on Bayes' theorem where the conditional probability of 

an event X occurring, for an index Y, is determined by Bayes' rule: 

P(X/Y)  =  P(X)* P(Y/X) / P(Y) 

The N.B. has a disadvantage of being sensitive in feature selection, which may affect its accuracy. The feature-based 

classification methods developed in these studies produce good accuracy [27]. However, this classification has a limitation 

which is unable to fulfill the assumption of independence between attributes. This can have an effect on the level of precision 

[28]. 

 
2.6. SVM 

In 1992 -1995 Boser et al. introduced a method which is known as Support vector machines (abbreviated SVM) 

Linear support vector machines (SVMs) are the origin form of binary classification. SVM is a method whose main 

objective is to find linear separators that separate between different classes. The SVM finds a hyperplane with the largest 

possible margin [25]. The SVM takes as input a large number of examples and assigns them to different classes. The 

formed data which are examples considered as points in space. The point we obtained belongs to one of the classes 

which are pre-separated, and the distance obtained is called hyperplane. When we have a new input data, we put it in 

the SVM, it will be assigned to one of the classes after a separation by the margin. The larger the margin, the lower the 

generalization error of the classifier [26]. 

 

3. Optimization 
In artificial intelligence to process data and provide prediction in after training in efficient way is the biggest 

challenge, to overcome such problem different optimization algorithm produced by various researchers, in which it uses 

to maximize and minimize the function to reduce the error. It varies on model learning parameters for the computation 

of the target value (Y) from predictor value (x) being used. In the neural network, there are some weights (w) and the 

bias (b) used as learning parameters during computations and gives output updates, in optimal solution after minimizing 

the loss function in the training process of the neural network. The main purposed of using optimization algorithm is to 

minimize or maximize a loss function using gradients value w.r.t parameters, one of the most useful algorithms is 

Gradient Descent, SGD, ADAM, PSO etc. 

 

3.1. Particle Swarm Optimization (PSO)  
Particle swarm optimization (PSO) is an evolutionary algorithm that uses a population of possible solutions to 

develop an optimal solution to the problem. The first version of PSO was proposed by Russel Eberhart (electrical 

engineer) and James Kennedy (socio-psychologist) in 1995 [Kenn 95]. The particle test is a set of simple agents, known 

as particles. Each of these particles is considered as a solution to the problem, whereas it has a position (the solution 

vector) and a velocity. In addition, each particle has a memory allowing it to memorize its best performances (in position 

and in value) and the best performance obtained by the "neighbouring" (informant) particles: each particle has a group 

informant, historically called his neighbourhood. 

 

Related Work 
A study based on the optimization of the parameters of Deep Learning models using Particles swarm optimization, 

was targeted to build a Deep Learning model to predict the number of occupants at a given location in 15, 30 and 60 

minutes. Three parameter sizes were used, namely: size 10, 25, 50 particles. In this study, the dataset used is 6 weeks in 

7 parts; each part corresponds to a day of the week. Each data set has the following features: access point ID (APID), 

date, time, user MAC address and building number. It should be recalled that the result of this study once again showed 

the influence of PSO in Deep Learning algorithms. [21] 
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In the study on the decision tree combined with the selection of PSO features for sentiment analysis, the dataset uses the 

review of online transport users in Indonesia. The algorithm used is the decision tree and the PSO algorithm implemented in 

Python. Several scenarios were realized using several PSO parameters. At the end of all the scenarios, the PSO gives good 

results when applied to the decision tree, it is up to the engineer to select the right parameters in order to obtain a satisfactory 

result. [22] 

The study on the prediction and classification of heart disease using machine learning algorithms optimized by particle 

swarm optimization and ant colony optimization. In this study, the FCBF (Fast Correlation-Based Feature Selection) method 

was exploited to filter out redundant features to improve the quality of heart disease classification. Subsequently, the 

classification algorithms were used and optimized by Particle Swarm Optimization (PSO) combined with Ant Colony 

Optimization (ACO) approaches. The dataset used is a heart disease dataset; the results show the efficiency and robustness 

of the proposed hybrid method. We obtain a classification of 99.65% using the optimized model proposed by FCBF, PSO 

and ACO. [23] 

The study on improving the accuracy of the C4.5 algorithm using the characteristic selection and the bagging technique 

of a particle swarm (PSO) in the diagnosis of breast cancer. The aim of this study was to select the functionalities of the 

Particle Swarm Optimization algorithm in order to obtain the best result. To do this, the data used was the Breast Cancer 

Wisconsin (Original) Data Set (1992) obtained from the UCI machine learning repository. At the end of this study of the 

application of PSO as a selection and application function to improve the performance of the C4.5 algorithm by increasing 

the precision of 5.11% with an initial precision of 93.43% at 98.54%. [24] 

 
3.1. Methodology 

 

Figure 2 Proposed framework for the size and content-based classification 

 
In our proposed method we are more focused on distinguishing the efficiency of different machine learning algorithm 

by using PSO. In this mechanism, it automates the classification on big dataset by using different supervised machine learning 

and deep learning algorithms. The motivation of this research is to validate the accuracy of text-based data, of different 

levels. We have divided our dataset into three categories on the bases of data quantity, such as low medium and large. We 

managed to collect real time data for sentiment analysis using tweets and IMBD reviews. In our case, there are several 

features, along with data variability. Then, by using the feature selection method, we are more concern to validate the PSO 

performance on different level of data. The overall approach of our model is given below in Fig.4 it shows the core part of 

our methodology and shows how we manage to validate the performance of different models. In the beginning of data pre-

processing, we collect data and perform the analysis. After that integrate data and perform the data engineering for the feature 

selection. After the data pre-processing part, we get the final weight of our data. The data is being processed into two parts 

training and testing. Data is being send to the various machine learning and deep learning algorithms, for training purpose. 

In ML and Deep learning model, it initializes the input layer for NN and added few hidden layers for maximum performance 

during training use the best weight from pooling layer and get the predicted value. We use four NN by using our own text 

data for classification. Our proposed model also managed to get the highest model output and gives the best model regarding 

their training and testing performance. Similarly, we also use machine learning algorithms such for classification such as 

KNN, Random Forest, Logistic Regression, SVM for training and testing. We use KNN because it uses a multiclass 
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classification method, and this algorithm works best on textual data for more than two categories. In this scenario our 

model also cross validates the model performance and select the best model output. We are also using the PSO in parallel 

for same data to get the comprehensive analysis of model output. In figure 5 the overview working of proposed algorithm 

by using PSO in machine learning algorithms the structure is given below: 

 

 

Figure 3  System architecture for the applied approach for data handling and classifying 

 

Pseudocode  
Step 1: 𝑥1 − 𝑋𝑛−1  weights have been counted as the population of particles. 

Step 2: The below equation is used for velocity of different particles based on different weight size. 

𝑉𝑖(𝑡 + 1 ) = 𝑤𝑖(𝑡) + 𝑐1 𝑟1[𝑥𝑖
′ (𝑡) − 𝑥𝑖(𝑡)] +  𝑐2𝑟2 [𝑔(𝑡) −  𝑥𝑖(𝑡)]   

In which the vi (t) denotes the particle velocity at time t.  

xi (t) Denotes the particle position at time t.  

x̂ i (t): Denotes the individual best of particle at time t.  

g(t): Denotes the swarm best at time t that is global best.  

w: Inertia coefficient. c1 and c2: Cognitive coefficient 

Step 3: In this step the position of current weight is associated with the updated weights and gives the best position 

as per requirements. All the weights are also updated. The range is for w is 0.8 to 1.2 and the value for 𝑐1 and 𝑐2 

is given as 2. 

Step 4: in this process the following procedure will take place: 
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𝑥𝑖(𝑡 + 1) =  𝑥𝑖(𝑡) +  𝑣𝑖(𝑡 + 1) 

Step 5: the position is being set and assigned to each weight and classification is determined. 

 

In above figures it shows the particle displacement in order to use PSO with machine learning during training. 

We have also utilized Audio base data for audio classifier/ recognizer and give accuracy analysis w.r.t. of different 

Machine Learning models. 

 

Experiment Results 
To perform our experiments we consider different dataset, firstly we get a real-time data from tweeter feeds, using 

trending hashtags. For data-segmentation we perform different analysis. Besides we also collect some data from IMDB 

movie review. We perform data engineering and successfully made test and training data sample. Our framework has been 

developed by using Jupyter notebook with python 3.8. the empirical solution was performed by using as Intel® Core™ i7–

7200 U CPU running at 2.8 GHz with 16 GB RAM. System type is 64-bit operating system and×64-based processor. For 

more effective results we use cross-validation with the dataset, the parameters are considered such as data size, content-based 

attribute weight, average attribute weight. We did a comprehensive analysis for different data range by using different ML 

and NN. 

 
Table 1 shows the training accuracy with PSO of Machine Learning model  

Normal Data Medium Data Big Data 
 

Training Accuracy With PSO Training 

Accuracy 

With PSO Training 

Accuracy 

With PSO 

Decision Tree 53% 56% 44% 46% 36% 36% 

Naïve Base 49% 51% 48% 48% 52% 52% 

Logistic 

Regression 

55% 56% 33% 34% 33% 33% 

KNN 52% 69% 55% 61% 58% 59% 

 
Table 2 Shows the training accuracy of different size of data of Deep Learning model  

Normal Data Medium Data Big Data 
 

Training Accuracy With PSO Training 

Accuracy 

With PSO Training 

Accuracy 

With PSO 

Simple ANN 99% 99% 55% 46% 54% 36% 

GRU  99% 99% 77% 48% 71% 52% 

LSTM 97% 96% 76% 64% 71% 33% 

CNN 99% 99% 52% 61% 49% 59% 
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Fig 4: ANN Accuracy for Normal Data (a)     (b) CNN Accuracy for Normal Data 

                 
(c) LSTM Accuracy for Normal Data                         (d) GRU Accuracy for Normal Data 

 

Conclusion 
In this research we give an overview of different machine learning algorithm on real-time collected data and perform 

the classification for sentiment analysis. presented an approach to prepare a data to select best model. In addition, we 

solved a real-world problem with the help of Machine Learning and neural network. We performed data analytics to 

find meaningful relationships, then cleaned the data and trained models on it. We give a comprehensive overview of 

different machine learning algorithm w.r.t to PSO. We also applied PSO on NN to overview the significance on similar 

dataset. We apply NN and ML on different size of dataset to verify the significance by using PSO. As per our analysis 

PSO works fine with only few algorithms, as per the data increase the effect of PSO doesn’t make empirical effect on 

model performance. Although a lot of research are implemented in the field of Optimization by using different way for 

different data. But many challenges are still needed to address. One of the core challenges is system heterogeneity and 

statistical heterogeneity. Our future approach will be using huge amount of data (image and textual) and use different 

resource for computation such as Massive Parallel Processing systems which are solely use for data pre-processing, and 

analysed the accuracy w.r.t efficiency of data. Beside we will also apply optimization algorithm in MPP and validate 

the performance.   
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