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Abstract — In recent years, pre-trained language models (PLMs) have shown remarkable advancements in the extractive summarization
task across diverse domains. However, there remains a lack of research specifically in the historical domain. In this paper, we propose a
novel method for extractive historical single-document summarization that leverages the potential of a domain-aware historical
bidirectional language model, pre-trained on a large-scale historical corpus. Subsequently, we fine-tune the language model specifically
for the task of extractive historical single-document summarization. One major challenge for this task is the lack of annotated datasets
for historical summarization. To address this issue, we construct a dataset by collecting archived historical documents from the Centre
Virtuel de la Connaissance sur I’Europe (CVCE) group at the University of Luxembourg. Furthermore, to better learn the structural
features of the input documents, we use a sentence position embedding mechanism that enables the model to learn the position information
of sentences. The overall experimental results on our historical dataset collected from the CVCE group show that our method outperforms
recent state-of-the-art methods in terms of ROUGE-1, ROUGE-2, and ROUGE-L F1 scores. To the best of our knowledge, this is the
first work on extractive historical text summarization.
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1. Introduction

In recent decades, digital humanities have witnessed a substantial effort to digitize historical documents, leading to an
unprecedented volume of machine-readable texts in digital format, often referred to as the “big data of the past” [1]. This
abundance of historical information on the web and other sources highlights the need for extensive research in historical text
processing. Such research is essential for analyzing and extracting valuable insights from this vast data, which can help
historians and other users save time by quickly finding relevant information that meets their needs. Automatic Text
Summarization (ATS) can be one of the effective tools to deal with this information overload in the historical domain.

Automatic Text Summarization (ATS) is the process of condensing a document or collection of documents while
preserving their essential elements [2]. Generally, ATS is based on two commonly used approaches: extractive and
abstractive summarization. Extractive methods involve identifying and extracting the most relevant sentences from the
source documents without any other modification [3]—[5]. Abstractive methods aim to generate summaries with novel words
or phrases based on natural language generation models [6], [7]. Furthermore, various types of automatic text summarization
systems exist. These include single and multi-document summarization, as well as generic and query-focused summarization.
Generic summaries cover all important details from a source document without considering specific user needs [8], while
query-focused summaries are tailored to a user’s information need or query [9]. As part of our research, we mainly focus on
generic historical single-document summarization using an extractive approach.

Extractive text summarization methods generally involve three main steps: document analysis and representation,
sentence scoring, and sentence selection. Traditional statistical or graph-based methods consider a document as a collection
of sentences without capturing its global semantics [4], [10]. However, the emergence of deep learning, particularly
pretrained language models, has revolutionized the extractive summarization approach showing promising results [5], [11].
These models can automatically learn textual features and effectively grasp the contextual information in the input
documents. Generally, Deep learning-based extractive methods can be classified as supervised [11] or unsupervised [5].
Supervised extractive summarization is often formulated as a binary classification task that aims to determine whether a
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sentence should be included in the summary or not. In our research, we introduce a supervised extractive method for
historical text summarization. However, a significant challenge we face is the limited availability of annotated dataset
to train our proposed method.

To overcome the mentioned challenges, we initially create a historical dataset for single-document summarization.
This involves gathering archived historical documents from the CVCE group at the University of Luxembourg!. Then,
we identify relevant documents, perform data cleaning and pre-processing, and establish the master dataset. Inspired by
the success of pre-trained language models (PLMs) in several natural language processing tasks [12], [13], including
text summarization [11], [14], [15], we explore the potential of HistBERT model [16]. HistBERT is a domain-specific
Language representation model that has been pre-trained on the large Corpus of Historical American English (COHA).
In this work, we leverage the HistBERT encoder to capture both the token-level and the sentence-level context in the
input documents and generate the sentence representations. Additionally, we introduce a sentence position embedding
mechanism to learn the position information of sentences and better capture the structural information of the document.
It is worth noting that the quality of the input representation significantly affects the output summary’s quality. Our
extractive model is then constructed on top of this encoder, incorporating multiple inter-sentence Transformer layers
[17] to capture document-level features for sentence extraction.

We conducted several experiments on the constructed historical dataset to evaluate the effectiveness of the proposed
method. The results demonstrate that our approach outperforms both traditional methods and recent state-of-the-art
extractive deep learning models in terms of ROUGE-1, ROUGE-2, and ROUGE-L F1 scores. To the best of our
knowledge, this is the first work for extractive historical text summarization using the HistBERT pre-trained language
model.

The remainder of this paper is organized as follows: Section 2 presents a discussion on related work, Section 3
provides a detailed explanation of our proposed method, Section 4 describes and analyses the experimental results, and
finally, Section 5 concludes the paper and draws lines for future research.

2. Related Work

In this work, we propose an extractive supervised method for historical single-document summarization based on
the pre-trained HistBERT model [16]. Therefore, we will review research on historical NLP applications and extractive
supervised text summarization methods. For a detailed review, readers may refer to [18], [19] and [20], [21] surveys,
respectively.

2.1. Historical Natural Language Processing Applications

The definition of a historical document is not clearly defined and varies depending on different factors mentioned
in existing literature, such as time, digital origin, type of writing, state of the material, and language. However, in [22],
the author defines a historical document as any primarily textual document that was created or published before 1979,
without considering its content, style, or how it was obtained. The year 1979 was chosen as a cut-off point because it is
widely recognized as a significant turning point in history.

Existing NLP studies on historical documents primarily focus on tasks such as spelling normalization [18], [23],
machine translation [24], and sequence labelling, including part-of-speech tagging [25] and named entity recognition
[19], [26]. Recently, the success of deep neural networks has introduced new applications in this domain, including
sentiment analysis [27], information retrieval [28], event extraction [29], [30], and text classification [31]. However,
only a limited amount of research has been conducted on historical text summarization. In this context, Mahajan et al.
[32] have proposed an extractive rule-based summarizer model for historical documents, which extracts the most
important sentences from the input document based on some features like named entity, numerical data, and title word.
In the same context, Peng et al. [33] have proposed a novel method for summarizing historical texts in their
corresponding modern language. The authors experimented with the hundred years old standard text summarization

! https://www.cvce.eu/en
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dataset consisting of historical German and Chinese news with their summarized text in modern German or Chinese. Their
summarization model uses cross-lingual transfer learning techniques and was trained without parallel data. In this work, we
aim to enhance the quality of English historical text summarization by exploiting the potential of the HistBERT model.

2.2. Neural Extractive Text Summarization

Extractive summarization methods generate a summary by identifying and concatenating the most relevant sentences
sentences from a document. In neural models, extractive summarization is formulated as a sentence classification task. A
neural encoder is used to create representations of sentences, and a classifier predicts which sentences should be selected as
part of the summary. In this context, several methods have been proposed in the literature. For instance, SUMMARUNNER
[6] was one of the earliest neural approaches that utilized a Recurrent Neural Network-based encoder for extractive
summarization. REFRESH [34] employed reinforcement learning techniques and globally optimized the ROUGE metric for
training. SUMO [35] introduced the concept of structured attention to represent the document using a multi-root dependency
tree, enabling a more accurate prediction of the output summary. NEUSUM [36] achieved state-of-the-art performance by
jointly scoring and selecting sentences in the extractive summarization task. Recently, Liu et al. [11] have introduced the
BERTSUM model, a single document summarization model, which involved a novel BERT-based document-level encoder
to capture document semantics and obtain sentence-level document representations. In the same context, Zhong et al. [37]
proposed a single-document ex- tractive summarization method called MATCHSUM, which employs a new technique of
Text Matching. The extractive summarization task is formulated as a semantic text- matching problem, where the candidate
summary is matched with the input document in the semantic space. Motivated by the success of neural extractive text
summarization models in general domains, we aim to explore their potential in the historical domain.

3. Proposed Method

3.1. Embedding Representation

Embedding representation is an essential step for any natural language processing application. It involves encoding
words or sentences into vectors that capture their semantics using, for instance, pre-trained language models (e.g., BERT,
HistBERT). The pre-trained HistBERT model is trained to predict individual words rather than whole sentences, which
makes it challenging to use for text summarization. Although HitBERT incorporates segmentation embeddings to represent
different sentences, these embeddings are designed for sentence-pair inputs and are not suitable for encoding and
manipulating multi-sentential inputs required in summarization. To address this issue, we introduce our proposed architecture
called HistBERTSum-Ext for historical extractive text summarization. The process of our method is depicted in Figure 1.

To represent the input sentences, we use three different embedding layers: Sentence Token, Sentence Position, and
Token Position. Formally, given a historical document d, we first use the Stanford CoreNLP toolkit [38] for sentence
splitting. Thus, the document d is represented as a set of n sentences, denoted as d = {S;, S5,...,S,}, where each sentence
S; in d is then converted into tokens. We add two tokens [CLS] and [SEP] at the beginning and the end of each sentence,
respectively. The [CLS] token is used to provide information about the sentence’s features, while the [SEP] token helps the
model understand the subsequent sentence. The sentence token embedding layer converts each token ¢; in S; into an
embedded vector with fixed dimensions using the pre-trained HistBERT model. We also use sentence position embeddings
to distinguish multiple sentences within a document. For S; we assign an embedding E, or Eg depending on whether i is
odd or even. Finally, the foken position embedding encodes the position of each word within its respective sentence [14].
Using this approach, we can learn document representations in a hierarchical manner. The lower layers of the model focus
on understanding adjacent sentences, while the higher layers, along with self-attention, capture the overall meaning and
connections between multiple sentences. This hierarchical approach helps us capture both the details within individual
sentences and the larger context of the entire document.

It is worth mentioning that the original HistBERT model has a maximum limit of 512 for position embeddings, which
restricts the length of the input text it can handle. To work with longer texts, we introduce additional position embeddings
that are randomly initialized and adjusted along with other model parameters.
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Fig. 1: HistBERTSUM-Ext Model Architecture. After adding two special tokens [CLS] and [SEP], the input document is passed to the
three embedding layers. The final embedding representations are passed to the Encoder to obtain the sentence vectors. The document-
level features are obtained from the extractive layer, and the sigmoid activation layer predicts the score of each sentence.

3.2. Extractive Summarization Process

Consider an input historical document d consisting of n sentences, denoted as d = {S;, S,,...,S,}, where S;
represents the i-th sentence in the document. Neural extractive summarization can be defined as the task of text
classification where the model assigns a label y; € {0,1} to each S; , indicating whether the sentence should be included
in the summary or not. The underlying assumption is that the sentences included in the summary represent the most
important content of the document.

As shown in Figure 1, the top layer output of HistBERT produces vectors T = {T;, T, ..., T} , where T; is the
vector of the i-th [CLS] symbol that is used as the representation for S;. To capture the position of each sentence, we
apply sinusoidal positional embedding to the sentence vectors T = {T;,T,,..., T} using Equation 1. Two inter-
sentence transformer layers are then applied to these positional encoded sentence vectors T to capture document-level
semantic information for summary extraction. These layers involve operations such as Layer Normalization (LN),
Multi-Head Attention (MHALtt), and Feed-Forward Network (FFN), with the number of layers denoted by L=2. The
output of the transformer layer, which represents document features, is passed through a sigmoid classification layer
(Equation 4) to obtain the predicted scores ¥, for each sentence S;. The top N sentences with the highest scores are
selected as the final summary.

h® = PosEmb (T) )

ht = LN(h}™' + MHAtt(hi™1)) (2)

CIST 152-4



h! = LN(h! + FFN(h})) 3)
$; = o(Wh! + b) (4)

To train the model, we use the Binary Classification Entropy (BCE) loss between the gold labels of the sentences y;
and the predicted sentence scores J;,. The parameters of HistBERT and the summarization layers are fine-tuned together
during training. We used Adam Optimizer (8;= 0.9 and f,= 0.999), and the learning rate (Ir) is scheduled with 10,000
warmup steps: [r = 2e 3. min(step™%°, step. warmup 1)

4. Experimental Results
In this section, we first provide an overview of the dataset and evaluation measures used in our experiments. Then, we
explain the experimental setup. Finally, we present and analyze the results we obtained.

4.1. Dataset and Evaluation Measures

To the best of our knowledge, there is currently no existing dataset for historical text summarization in English. To
address this gap, we created our own dataset by collecting 7800 English documents from the Centre Virtuel de la
Connaissance sur I’Europe (CVCE) group. The documents cover various topics, including news, politics, and interviews,
and were written by CVCE experts. We downloaded the documents as PDFs and extracted relevant information such as
document ID, title, abstract, page content, and number of pages. After thorough analysis and processing, we identified 3907
documents that are well-suited for our summarization task. To prepare the dataset for training, we divided these documents
into three sets: a training set containing 3163 documents, a test set containing 372 documents, and a validation set also
containing 372 documents.

For evaluation measure, we used ROUGE (Recall-Oriented Understudy for Gisting Evaluation [39]. Specifically, we
have used ROUGE-N (ROUGE-1 and ROUGE-2) and ROUGE-L. ROUGE-N determines the similarity between the systems
summaries and a set of gold summaries based on the n-gram overlap, whereas ROUGE-L evaluates the fluency of the
summary, it is based on the Longest Common Subsequence (LCS) that considers the sentence level structure similarity. We
have reported the obtained F1 performance of ROUGE-1 (R-1), ROUGE-2 (R-2), and ROUGE-L (R-L) using the official
ROUGE toolkit (version 1.5.5) with standard options settings used for assessing extractive single-document summarization
systems.

4.2. Experimental Setup

The proposed HistBERTSum-Ext method is implemented using PyTorch and based on the 'bert-base-uncased'? version
of the HistBERT model, with BERT's subword tokenizer used for tokenization. It is trained on the high-performance Iris
cluster? at the University of Luxembourg, which features 96 Nvidia V100 GPU-AI accelerators with Skylake or Broadwell
processors. Specifically, we used 4 GPUs with ten cores and one node. Our models is trained for 70000 steps with gradient
accumulation every two steps. Model checkpoints were saved, and the performance of the model was evaluated on the
validation set every 1000 steps.

We used a greedy algorithm, like [6], to create an oracle summary for each document. This algorithm helps us select
multiple sentences that give the highest possible ROUGE-2 score compared to the gold summary, which we then use to train
our extractive models. When predicting a summary for a new document, we first employ the model to get the score for each
sentence. Then, based on the obtained scores, we rank these sentences and select the top-3 ranked sentences as the final
summary.

2 https://github.com/wendyqiu/diachronicbert
3 https://hpc-docs.uni.lu/systems/iris/
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4.3. Comparison with State-of-the-art Methods

To assess the effectiveness of the proposed method, we compare its performance with other recent state-of-the-art
methods for extractive historical single-document summarization. The obtained ROUGE F1 scores (R-1, R-2, and R-L) of
our method HistBERTSum-Ext and the SOTA systems are presented in Table 1. The first block of the table depicts the
ROUGE F1 scores of two extractive baselines, ORACLE and LEAD-3. ORACLE generates an extractive upper bound using
a sentence selection technique that maximizes the ROUGE-2 score for the target, while LEAD-3 selects the first three
sentences of the document as a summary. The second block of the table summarizes the F1 scores of several extractive SOTA
systems using our dataset.

Table 1: R-1, R-2, R-L F1 score results of our method and SOTA extractive methods tested on our historical dataset.

System R-1 R-2 R-L

ORACLE 33.60 15.81 24.94
LEAD-3 30.13 11.84 22.29
TextRank [10] 20.40 6.91 15.91
S-BERT [40] 25.23 8.98 18.04
MatchSum [37] 27.90 9.06 21.00
BERTSUM [11] 30.88 11.04 23.21
HistBERTSum-Ext (Ours) | 32.56 12.97 24.52

According to the results shown in Table 1, our method HistBERTSum-Ext performed better than traditional methods
like LEAD-3 and TextRank [10] across all evaluation measures. It also outperformed recent deep learning- based methods
such as S-BERT [40], MatchSum [37], and Vanilla BERTSum [11] in terms of evaluation measures. Our method collectively
outperforms all previously proposed extractive systems, only falling behind the ORACLE upper bound. These results
indicate that using the HistBERT model, which was pre-trained on a domain-specific corpus called the historical COHA
corpus* helped capture deep meaning and more accurate context of the source document, resulting in relevant summaries.
These findings highlight the importance of fine-tuning pre-trained language models on domain-specific datasets to improve
their performance.

5. Conclusion

In this paper, we proposed a novel method called HistBERTSum-Ext for extractive historical single-document
summarization, which utilizes the HistBERT encoder - a domain-aware language model. We introduced an effective
text representation method that consists of three embedding layers, including the sentence token, sentence position, and
token position embeddings. Additionally, as no historical datasets exist, we collected documents from the Centre Virtuel
de la Connaissance sur I’Europe (CVCE) group and created our dataset for historical text summarization. The
comparison of several recent extractive text summarization systems on the collected dataset has proven the effectiveness
of the proposed method. Specifically, the use of the HistBERT encoder has shown to be effective for the historical text
summarization task. As far as we know, this is the first work for extractive historical text summarization in English,
which could be a good starting point for future research in this field. In the future work, we plan to investigate the
efficiency of pre-trained language models for abstractive historical text summarization.
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