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Abstract – Document indexing is crucial for efficient information retrieval systems. However, when documents are business-related 
and contains extensive figures and domain-specific terms, retrieving such documents poses challenges due to their lack of semantic 
context. Traditional Bag-of-Words (BoW) representation relying on word lists extracted from documents has limitations in such cases 
since it is based on a low-context approach. To address this issue, a BoW-BoC indexing method is proposed. This method utilizes a 
lexicon tailored to document contexts to associate BoW representations with Bag-of-Concepts (BoC), providing the necessary semantics 
for improved retrieval. The LSA model is used in conjunction with cosine similarity to automatically identify associations between 
document representations and lexicon concepts grouped in topics within a low-dimensional space. This BoW-BoC association is 
leveraged during document retrieval, supported by a weighted scheme intended to balance the contributions of both representations. 
Initial experiments conducted on an open document collection have shown promising results, demonstrating the potential effectiveness 
of the BoW-BoC indexing method for business-related documents. 
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1. Introduction 

To facilitate effective analysis and decision making, many companies use documents containing figures, charts and 
business-related terms including acronyms and abbreviations. However, searching for such documents presents a significant 
challenge due to their lack of semantic context. Yet, business-related documents are essential in supporting employees in 
their daily tasks. This challenge stems from real needs identified during a previous work in the industry, where documents 
pertaining to the core business predominantly consist of figures, charts, and numerous domain-specific terms [1], [2] . Unlike 
web documents and lengthy textual materials, these documents have information-poor features that are insufficient for 
indexing and retrieval purposes. 

One main issue on which relies the efficiency of an information retrieval system (IRS) is document indexing. Indexing 
involves creating document representations using relevant terms extracted from documents for query matching. The list of 
extracted terms is known as Bag of Words (BoW) [3]. However, the limitations of BoW become apparent when dealing with 
business-related documents, which often contain limited text and lack the contextual information necessary for effective 
indexing and retrieval. Recent techniques used by researchers to improve document representation rely on external 
knowledge resources, like ontologies and thesauri, to create Bag-of-Concepts (BoC)[4] representation. In this paper, we 
focus on improving document indexing by leveraging both BoW and BoC representations. While lexical databases like 
WordNet [5] can be used to build BoC representations, they suffer from limited coverage, particularly in specialized domains 
such as industry, biology, and medicine [6], [7]. Domain ontologies offer a potential solution to the limitations of general 
lexical resources like WordNet. However, building and maintaining ontologies can be challenging due to the complexity of 
conceptualizing the business environment and the significant time investment required for these tasks. 

To address these limitations in document indexing, we propose associating the BoW representation of documents with 
a controlled vocabulary using a domain-specific lexicon. This lexicon, organized into topics, offers a simple and sustainable 
knowledge structure within a given business domain, avoiding the complexity and time-consuming nature of ontology 
construction and updates. The lexicon serves as the foundation for constructing a semantic network around each document, 
enriching its BoW representation with contextual information and facilitating the creation of a BoC representation. In the 
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proposed indexing method, terms extracted from documents are matched with lexicon concepts using Latent Semantic 
Analysis [8], [9] and cosine similarity. This process enables the selection of the topic that best represents the document's 
context. Consequently, each BoW representation of a document is associated with a corresponding BoC representation. 
This BoW-BoC representation is leveraged during document retrieval using a weighted scheme.  

The remainder of this paper is organized as follows. Section 2 reviews recent related literature. Section 3 introduces 
the BoW-BoC indexing method. Section 4 presents the initial findings from applying the proposed method on an open 
document collection, and finally the conclusion and future work are presented in the last section. 

 
2. Related Work 

Numerous techniques exist in the literature aimed at enhancing IRSs [10], [11], [12]. Recent approaches in the field 
have focused on improving document representation by leveraging external knowledge resources [13], [14]. For 
Instance, Boukhari and Omri [15], [16] proposed a method combining the Vector Space Model (VSM) and Description 
Logic (DL) to improve biomedical document representation. They utilized the Medical Subject Headings (MeSH) 
thesaurus to identify morphological variants and most relevant concepts within documents. Similarly, Gabsi et al. [17], 
introduced a semantic weighting scheme to disambiguate biomedical terms in document representation. The approach 
identifies the importance of relevant MeSH concepts in biomedical documents through term frequency and semantic 
similarities with unambiguous MeSH concepts. In [18], [19], the authors focused on improving document representation 
for classification purposes. Li et al. [18] presented the Bag-of-Concept-Clusters (BoCCl) model which utilizes a 
probabilistic knowledge base (ProBase) to identify semantically similar concepts in documents and cluster them. The 
BoC representation is initially constructed using a new concept score-inverse soft document frequency weighting 
scheme. Then, entity sense disambiguation techniques are applied to BoC to create BoCCI. Lee et al. [19] demonstrated 
the extension of feature-based document representation using domain-specific ontological concepts to produce an 
enhanced concept space with reduced dimensionality. 

While existing approaches have made significant strides in improving document representation, they were primarily 
tested on web and lengthy documents [15], [16], [17]. There remains a notable gap in approaches addressing documents 
predominantly composed of figures with limited textual data including business-specific terms. This paper aims to fill 
this gap by proposing a hybrid approach that combines traditional BoW representation of documents with BoC 
representation. 

 
3. The BoW-BoC Indexing Method 

To address the challenges of business-related document retrieval, a hybrid method is proposed combining BoW and 
BoC representations for document indexing. This method offers a suitable combination scheme between document terms 
and a controlled vocabulary describing the document context. This controlled vocabulary is organized within a domain-
specific lexicon defined as follows: 

Let 𝑐𝑐𝑖𝑖be a concept in the lexicon 𝐿𝐿, where each 𝑐𝑐𝑖𝑖 belongs to a Topic 𝑇𝑇𝑗𝑗  : 
𝐿𝐿 =  {𝑇𝑇1, … ,𝑇𝑇𝑚𝑚}    where for each  𝑗𝑗 ∈ [1, … ,𝑚𝑚], 𝑇𝑇𝑗𝑗  =  {𝑐𝑐1, … , 𝑐𝑐𝑘𝑘}  
The choice of a lexicon is motivated by its simplistic structure allowing rapid construction of a knowledge resource 

and easy adaptation to changes. Indeed, in business contexts where creating knowledge structures requires domain 
expertise and where information needs can evolve rapidly, using a lexicon simplifies the implementation process of an 
IRS in such cases. 

 
3.1. Document Indexing 

To establish the link between business-related documents and domain-specific lexicon concepts, we use the LSA 
model [8], also known as Latent Semantic Indexing (LSI). LSA extends the VSM [20] by applying dimension reduction 
techniques to identify the latent semantic structure between document terms and query terms. The underlying principle 
is that terms occurring in similar contexts tend to have similar meanings [21]. In the LSA model, a n x m matrix in 
constructed where n corresponds to query terms and m corresponds to documents. The linear algebra technique Single 
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Value Decomposition (SVD) [22] is then applied to reduce the number of rows in the matrix while preserving the number of 
columns[23]. This operation enables to find latent semantic relationship between terms by identifying and grouping together 
terms that often co-occur in similar contexts across documents.  

In our method, LSA is used to find inherent similarities between the BoW representation of documents and the BoC 
representation of lexicon topics. In this case, n corresponds to document terms, and m corresponds to lexicon topics. Fig. 1 
illustrates the proposed BoW-BoC indexing method. Initially, business-related documents undergo preprocessing to extract 
n relevant terms with their frequencies for the BoW representation. This process includes tokenisation, lowercasing and 
stopword removal. On the other hand, each lexicon topic, characterized by its set of concepts servers as a BoC representation. 
Thus, for m topics, m BoC representations are created. Subsequently, an n x m matrix is constructed using the BoW 
representation of each document and the sets of BoC of the lexicon topics. After dimensionality reduction, cosine similarity 
(equation (1)) is applied in the reduced space to compute the similarity between the BoW and BoC representations of the 
resulting matrix. The highest similarity score obtained between the BoWi of a document 𝑑𝑑𝑖𝑖 and the BoCj of a topic 𝑇𝑇𝑗𝑗  
indicates that BoWi must be associated with BoCj. In this way, by combining LSA and cosine similarity, we leverage the 
benefits of both LSA (semantic comparison) and cosine similarity (vector space comparison) to produce relevant term 
correlations [24]. 

 

cos(𝑑𝑑𝚤𝚤���⃗ ,𝑇𝑇𝚥𝚥��⃗ ) =  
∑ 𝑑𝑑𝑖𝑖𝑖𝑖𝑇𝑇𝑗𝑗𝑖𝑖𝑛𝑛
𝑖𝑖=1

�∑ 𝑑𝑑𝑖𝑖𝑖𝑖2𝑛𝑛
𝑖𝑖=1  .�∑ 𝑇𝑇𝑛𝑛

𝑖𝑖=1 𝑗𝑗𝑖𝑖
2

 (1) 

 
 
At the end of this process, two structures are created: (i) an inverted index structure where document BoW 

representations are stored along with their term frequencies and (ii) a BoW-T structure where the linkage between the BoW 
of each document and a lexicon topic is stored. 

 

 
Fig. 1 : The BoW-BoC indexing method. 

 
3.2. Document Retrieval Using the BoW-BoC Indexing Method 

In traditional IRS, document retrieval typically involves matching query terms with document terms (BoW 
representation) using an information retrieval model such as the Boolean model [25] or the VSM. In our approach, the 
retrieval process utilizes both the BoW and the BoC representations of documents with a weighted scheme to compute 
similarity with query terms, adapted from the Weighted Sum Model (WSM) [26], a multi-criteria decision-making method. 
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The proposed formula, denoted WScore in equation (2), calculates the similarity between a query q and a document d 
by computing the inner product between q and the BoW and BoC associated with d, and by assigning two weights, 𝛼𝛼 
and 𝛽𝛽, to each resulting scores. From the initial experiments, 𝛼𝛼 and 𝛽𝛽 weights were set to 0.7 and 0.3 respectively. This 
weighted scheme ensures a well-adjusted contribution of both document terms and additional concepts that delimit 
document contexts, while also mitigating the influence of noisy data through the appropriate weights. It's worth noting 
that the proposed formula can be adapted to accommodate any string similarity measure (levenshtein, n-gram, …) [27] 
to compute the syntactic comparison between query terms and document representations. 

 

 𝑊𝑊𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝑞𝑞,𝑑𝑑) = 𝛼𝛼 × �𝑞𝑞𝑖𝑖 𝐵𝐵𝑐𝑐𝑊𝑊𝑖𝑖

𝑛𝑛

𝑖𝑖=1

+  𝛽𝛽 × �𝑞𝑞𝑗𝑗 𝐵𝐵𝑐𝑐𝐵𝐵𝑗𝑗

𝑚𝑚

𝑗𝑗=1

 (2) 

4. First Experiments 
 
4.1. Implementation Details 

A primary experimentation of the BoW-BoC indexing method was conducted using Apache Lucene (version 9.9), 
specifically leveraging the Lucene Core Java library1. Apache Lucene offers a wide range of indexing and search features 
including tokenization, lowercasing, spellchecking, high-dimensionality vectors and pluggable ranking models like 
VSM and BM25. The experimentation was conducted on a machine equipped with a Core i7 CPU, 16GB of RAM and 
a 64-bit Windows operating system. The business-related document collection was extracted from the World 
Development Indicators2 dataset of the open data of the World Bank Group. This collection contains documents 
encompassing figures and business-related descriptions across six data themes. Specifically, 784 documents were 
extracted in XML format from three specific themes: States and Markets, Economy, and Environment. For the lexicon 
used in the experimentation, the classification structure associated with these themes, along with their underlying 
descriptions, were utilized as topics and concepts, respectively. Table 1 provides examples of the extracted topics and 
concepts used in the lexicon, illustrating the diversity of business-related topics covered in the dataset. 

 
Table 1: Examples of concepts used in the domain-specific lexicon. 

 
Topic ID Topic Concepts 

1 Business 
environment 
 

business, firm, start, create, day, time, calendar, cost, connection, 
procedure, legal, operate, tax, official, speed, fast, CEO, female, top 
manager, manage, high position 

2 Financial 
access and 
stability 

depositor, commercial, bank, borrower, non-performing, loan, gross 
value, amount, overdue, retail, financial, service, subsidiary, balance 
sheet, resident, household, corporation 

3 Stock markets stock, market, capitalization, value, business, company, trade, 
turnover, annual, price, investment, funds, unit trust, domestic, hold, 
share 

4 Government 
finance and 
taxes 

revenue, grant, current, LCU, net, expense, lending, borrow, 
compensation, employee, tax, good, service, commercial, profit, rate, 
cash, receipt, fee, income, investment, value, asset, finance, 
transaction, business, authority, benefit 

… … … 

                                                 
1 https://lucene.apache.org/core/ 
2 https://datatopics.worldbank.org/world-development-indicators/ 



 
 

 
 

 
 

CIST 162-5 

The documents extracted for the experimentation were approximately the same size (± 4MB). Lucene uses index file 
formats to store document-related indexes following an inverted index structure. Typically, an index encompasses a set of 
documents, each referred with an integer document number. Both the lexicon and the BoW-T structure were implemented 
in XML format. An excerpt from the BoW-T structure that establishes the linkage between the BoW representations of 
documents and the lexicon topics is provided in Fig. 2. The algorithm of the LSA Model used in the experimentation was 
adapted from [28]. 

 

 
Fig. 2 : Extract from the BoW-T structure. 

  
4.2. First Results 

In this first experimentation, the VSM model was employed for query matching with the document collection using 
WScore weighted scheme (equation (2)). The VSM is a widely used information retrieval model that represents documents 
and queries as vectors in a high-dimensional space, where the similarity between vectors indicates the relevance of documents 
to queries. A total of six queries were tested on the 784 extracted documents. Additionally, a traditional document 
representation method, i.e. without the application of the BoW-BoC indexing method, was conducted using the same queries 
for comparison purposes. Table 2 provides examples of the used queries in the experimentation.  

The experimental results are presented in Table 3 and Table 4, using standard information retrieval metrics [29], namely 
precision, recall and F1-Score. Precision (equation (3)) represents the proportion of correct results among the total retrieved 
results. Recall (equation (4)) measures the proportion of correct results among both the retrieved and non-retrieved results. 
F1-Score (equation (5)) represents the harmonic mean between precision and recall, providing a balanced measure of 
retrieval performance. 

Table 2: Queries used for the experimentation. 

Queries Content 
Q1 figures about starting a business in emerging countries, facilities and average 

costs 
Q2 figures about start-ups and firms with female top managers, type of positions 

and salaries 
Q3 cellular mobile subscription rates all over the world, rates per gender and 

income 
Q4 proportion of cash payments in Middle East in current LCU 
Q5 proportion of countries with high GDP per capita with their unemployment 

rate 
Q6 countries in Europe and America with less CO2 emissions, number of 

industries in each country 
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 𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝𝑐𝑐𝑝𝑝 =  
#𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝

#𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐𝑝𝑝𝑑𝑑
 (3) 

 𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐 =  
#𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝

#𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝 + #𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑐𝑐𝑑𝑑𝑐𝑐𝑐𝑐𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝
 (4) 

 𝑡𝑡1 − 𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =  2 ×
𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝𝑝𝑝𝑐𝑐𝑝𝑝 × 𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐
𝑝𝑝𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝𝑝𝑝𝑐𝑐𝑝𝑝 + 𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑐𝑐𝑐𝑐

 (5) 

 
The findings presented in Table 3 and Table 4 highlight important improvements across all queries with the BoW-

BoC indexing method compared to the traditional method. In Table 3, we can notice that the lack of contextual 
information in document representation adversely affects both precision and recall. Indeed, users do not necessarily 
know which terms must be used in queries to retrieve relevant documents meeting their needs. Contextual information 
in document representation is crucial for addressing this issue, but it must be incorporated in a balanced manner to avoid 
introducing excessive noise in the results. The BoW-BoC indexing method demonstrates this balanced approach by 
contextualizing document representation, as evidenced in Table 4. By leveraging both BoW and BoC representations, 
the method effectively improves retrieval performance while mitigating the impact of noisy data. 

Ultimately, the proposed method underscores the importance of introducing additional knowledge in IRS with 
rational use to enable effective semantic retrieval of business-related documents. 

Table 3: Query processing results with traditional document indexing. 

Queries Precision Recall F1-Score 
Q1 0,667 0,77 0,715 
Q2 0,6 0,5 0,546 
Q3 0,579 0,688 0,629 
Q4 0,5 0,637 0,561 
Q5 0,5 0,6 0,546 
Q6 0,334 0,5 0,401 

 
Table 4: Query processing results with the BoW-BoC indexing method. 

Queries Precision Recall F1-Score 
Q1 0,819 0,9 0,858 
Q2 0,875 1 0,934 
Q3 0,917 0,847 0,881 
Q4 0,778 0,875 0,824 
Q5 0,786 0,847 0,816 
Q6 0,706 0,8 0,751 

 
 

4. Conclusion 
This paper has put forward a BoW-BoC indexing method to enhance business-related document 

representation in IRS. Leveraging a lexicon containing business concepts, the method enhances BoW 
representation using the LSA model and cosine similarity. A weighted scheme is also proposed to balance 
BoW and BoC contributions during retrieval, adaptable to various syntactic similarity measures. Initial 
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experiments conducted with the BoW-BoC indexing method yielded significant results, demonstrating that 
document representation is much more enhanced with the proposed method in comparison with traditional BoW 
BoW representation of documents. To our knowledge, no approach in IRS-related studies has dealt with documents 
documents featuring extensive figures and business terms as experimented in this study. Yet, such documents are 
are challenging to retrieve in IRS and are integral to fulfilling users’ needs in business contexts. 

In future work, further experiments are planned with other sets of business-related documents, testing several 
similarity measures to assess their impact on the weighted scheme during document retrieval. There are also plans 
to improve the domain-specific lexicon model to leverage its concepts for query expansion with lexical terms like 
synonyms and variants. This includes developing a specific feature within the lexicon to handle lexical terms. 
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