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Abstract - Dimensionality reduction is crucial for managing high-dimensional datasets in machine learning, reducing complexity and 
overfitting. This study evaluates the efficiency of classification models without and with feature selection using the Boruta algorithm 
with Random Forest classifiers across three distinct datasets. Feature selection aims to improve model accuracy and interpretability by 
retaining only the most significant features. The three datasets were evaluated using full and reduced feature sets by comparing accuracy, 
precision, recall, and F1-score. Results show that feature selection significantly enhances model performance. For Dataset 1, accuracy 
improved by 1.06%, precision by 3.23%, recall by 3.46%, and F1-score by 3.36%. Dataset 2 saw increases in accuracy by 0.46%, 
precision by 2.36%, recall by 4.82%, and F1-score by 5.42%. Dataset 3 showed no significant changes, with both configurations yielding 
similar performance metrics. These findings confirm that the Boruta algorithm effectively enhances classification performance by 
reducing dataset dimensionality and retaining key features, especially in datasets with irrelevant features. However, when all features are 
relevant, the benefits of feature selection may be minimal. 
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1. Introduction 

Artificial intelligence (AI) has revolutionized numerous industries, bringing transformative changes to sectors such as 
marketing [1], manufacturing [2], logistic [3], healthcare [4], and more. Within the realm of AI, machine learning (ML) 
stands out as a pivotal component, enabling the development of models capable of learning from data to generate predictions. 
A persistent challenge in ML is managing high-dimensional data, which can lead to increased computational demands, 
overfitting, and reduced interpretability of models. 

 To address these challenges, dimensionality reduction techniques are applied, with feature selection and feature 
extraction being the most prominent methods  [5]. Feature selection aims to identify and retain only the most relevant features 
from the dataset, thereby enhancing model performance and interpretability. On the other hand, feature extraction involves 
transforming features into a lower-dimensional space while preserving essential information. 

This study focuses on the application of the Boruta algorithm for feature selection in conjunction with Random Forest 
classifiers. The primary contributions of this study are as follows: (1) Assessing the impact of feature selection on the 
performance of Random Forest classifiers across three diverse datasets. (2) Comparing performance metrics with and without 
feature selection. (3) Demonstrating the advantages of using the Boruta algorithm to improve model performance by reducing 
dimensionality and eliminating irrelevant features. 

The structure of this research is as follows: Section 2 provides an overview of feature selection techniques and the Boruta 
algorithm. Section 3 details the experimental setup, including data collection, preprocessing, model construction, and 
evaluation, and presents the results and discussion, underscoring key findings and their implications. Finally, Section 4 
concludes the study and proposes directions for future research.  
 
2. Feature Selection Overview 

Handling high-dimensional data often necessitates dimensionality reduction techniques. Feature selection and feature 
extraction represent the two key approaches used for this purpose [5]. Feature selection aims to collect a subset of original 
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features that retain significant information, whereas feature extraction converts features into a lower-dimensional space 
[5]. Importantly, feature selection maintains the original features' physical meaning. 

This research prioritizes feature selection to streamline high-dimensional data by removing irrelevant and redundant 
features, thereby preventing overfitting and boosting classifier accuracy [6], [7]. The Boruta algorithm is particularly 
effective for feature selection [8], [9], [10], [11], [12], [13]. Developed by Miron B. Kursa et al in [14], Boruta uses a 
wrapper method to assess feature importance by comparing them to random noise features [22]. It categorizes features 
as ‘selected’, ‘tentative’, or ‘rejected’ based on their importance [41]. To further enhance its efficacy, Boruta can be 
integrated with ensemble learning algorithms like Random Forest [10], Boruta-ERT [11], and XGBoost [12]. These 
combinations leverage Boruta's feature selection capabilities alongside the predictive power of ensemble methods, 
yielding superior results on complex datasets. The process involves extending the dataset by duplicating all independent 
variables to create hybrid features, generating shadow features by randomly shuffling the original features, and 
combining these with the original dataset. An ensemble learning algorithm is then initialized. The highest Z value among 
the shadow features, Z max, is identified to assess the importance of the original features. Features with a Z value greater 
than Z max are considered ‘Important’ and ‘Selected’, while those with a Z value less than Z max are deemed 
‘Unimportant’ and ‘Not selected’. This process is repeated until all features are either confirmed or rejected, or until the 
predefined iterations limits is achieved. By following this methodology, only the most relevant features are retained, 
enhancing both the performance and interpretability of predictive models. This approach is especially beneficial for 
high-dimensional datasets, enabling more accurate and reliable predictions. 

 
 

3. Experiments and Results 
To provide a clear overview of our approach, the methodology schema depicted in Fig. 1 outlines the key steps of 

our study. This includes data preparation, feature selection, construction and performance evaluation. 
 

 
Fig. 1: Methodology schema. 

 
2.1. Data Collection  
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The study uses three datasets with diverse features and classification targets. The first dataset, referred to as Dataset 1 
(E-Commerce Dataset), includes features related to customer transactions and behaviour in an online retail environment, 
focusing on customer churn. The second dataset, referred to as Dataset 2 (Marketing Campaign Dataset), comprises data on 
customer responses to various marketing efforts and demographic information. The third dataset, referred to as Dataset 3 
(American Bankruptcy Dataset), contains features pertaining to financial indicators and company information relevant to 
bankruptcy prediction. Each dataset undergoes rigorous pre-processing to ensure data quality and consistency. The details 
of each dataset, including the number of samples, number of features, target column, number of classes, and class distribution, 
are summarized in Table 1.  

 
Table 1: Dataset Characteristics. 

 
Dataset Objective Samples Features Target  Number of classes Class distribution 
1 Customer churn 5630 20 Churn 2 Class 0: 4682, 

Class 1: 948 
2 Response to offer 

acceptance 
2240 29  Response 2 Class 0: 1906,  

Class 1: 334 
3 Campaign status 78682 21 Status 2 Class 0: 73462,  

Class 1: 5220 
 
 
2.2. Preparing Data for Machine Learning Models 

Data preprocessing involves several critical steps to ensure data quality and suitability for modeling. This includes 
addressing missing values, converting categorical data, standardizing numerical features, and partitioning the data into 
training and testing subsets. Missing categorical values are imputed with the mode, while missing numerical values are 
replaced with the mean. Categorical variables are transformed using label encoding, assigning a unique integer to each 
category. Numerical features are scaled to a range of [0,1] using MinMaxScaler, ensuring uniformity and improving model 
performance. 

Post-preprocessing, the datasets are divided into training and testing sets with a 80/20 split ratio. This approach facilitates 
the training of the model on a substantial portion of the data while reserving a separate portion for unbiased evaluation. By 
splitting the data, the model's performance can be assessed on unseen data, preventing overfitting and ensuring 
generalizability. This systematic preprocessing ensures that the data is clean, consistent, and ready for effective model 
training and evaluation.  

 
2.3. Feature Selection 

The Boruta algorithm is used to identify and select the most relevant features for each dataset. This algorithm works by 
comparing the importance of original features to that of randomly generated shadow features. Through an iterative process, 
Boruta refines the selection, retaining only the features that demonstrate a significant importance over the shadow features. 
This ensures that only the most predictive and valuable features are included in the model, enhancing its performance and 
interpretability. After applying the Boruta algorithm, the number of features selected for each dataset are as follows: Dataset 
1 retained 13 features, Dataset 2 retained 22 features, and Dataset 3 retained all features.  
 
2.4. Models Construction 

Random Forest classifiers are constructed using both the full and Boruta-reduced feature sets. Random Forest, developed 
by Adele Cutler and Leo Breiman [15], employs a unique splitting strategy for model construction. This method generates 
numerous decision trees, each trained by randomly selecting a subset of predictive attributes from the entire set. These trees 
grow to their maximum depth based on a specific subset of features [16]. While the accuracy of individual decision trees 
might be lower compared to a single tree trained on the full dataset [2], the overall performance of Random Forests improves 
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as the number of trees increases, leveraging their combined strengths for enhanced model reliability and predictive 
performance [2]. 

To construct the Random Forest model, it is important to select the optimal set of parameters, such as the number 
trees, tree depth, and the number of features considered at each split, to maximize model accuracy. Bayesian optimization 
employed to efficiently explore the hyperparameters space and find the best configuration, progressively refining its 
strategy by learning from the outcomes of previous iterations [17]. Consequently, Bayesian optimization helps to fine-
the Random Forest classifiers, enhancing their overall performance. 

 
2.5. Models Evaluation 

To evaluate the effectiveness of classification models, a variety of metrics can be applied [18]. This study employs 
five specific metrics: the confusion matrix, accuracy, precision, recall, and F1-score. A confusion matrix, also known as 
an error matrix, visually represents a model’s performance by displaying the counts of true positives (TP), true negatives 
(TN), false positives (FP), and false negatives (FN). This matrix, as shown in Fig.1, provides a comprehensive overview 
of a classification model’s effectiveness. Accuracy, precision, recall, and F1 score are among the metrics obtained from 
the confusion matrix. 

 

 
Fig. 2: Binary classification confusion matrix  

Accuracy measures the overall correctness of the model’s predictions and is calculated using Eq. 1.  

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝐹𝐹𝑇𝑇
 (1) 

Precision indicates the proportion of correctly predicted positive instances out of all instances predicted as positive. It is 
defined by the Eq.2.  

𝑇𝑇𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇
 (2) 

Recall, also known as sensitivity, is the proportion of correctly predicted positive instances out of all actual positive 
instances, is given by Eq.3.  

𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅 =
𝑇𝑇𝑇𝑇
𝑇𝑇

 (3) 
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The F1 score is a harmonic mean of precision and recall, providing a single metric that balances both. It assesses 
the model's accuracy by considering both precision and recall as shown in Eq.4. 

𝐹𝐹1 =  2 ×  
𝑇𝑇𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 × 𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅
𝑇𝑇𝐴𝐴𝑃𝑃𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑃𝑃𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅

 (4) 
 

2.6. Results and Discussion 
The performance of the Random Forest classifiers was evaluated on three datasets, both with and without feature 

selection, using key metrics such as accuracy, precision, recall, and F1-score. The results are summarized in Table 2. 
Additionally, the confusion matrices for models with all features and selected features are illustrated in Fig. 3 and Fig. 4, 
respectively. 

For Dataset 1, out of the original 20 features, 7 were selected by the Boruta algorithm. The model without feature 
selection achieved an accuracy of 95.32%, precision of 88.89%, recall of 81.45%, and F1-score of 85.01%. With feature 
selection, the model's performance improved, achieving an accuracy of 96.39%, precision of 92.13%, recall of 85.09%, and 
F1-score of 88.47%. This improvement indicates that removing irrelevant features can enhance model performance by 
reducing noise and overfitting. 

For Dataset 2, out of the original 29 features, 15 were selected by the Boruta algorithm. The model without feature 
selection showed an accuracy of 87.05%, precision of 65.38%, recall of 17.89%, and F1-score of 28.10%. After applying 
feature selection, the accuracy slightly increased to 87.50%, with improvements in precision (67.74%) and recall (22.11%), 
resulting in a higher F1-score of 33.33%. These results suggest that feature selection can significantly improve the model's 
ability to correctly identify relevant patterns, particularly in datasets with many features. 

 
For Dataset 3, all 21 features were retained by the Boruta algorithm. The model's performance remained consistent with 

and without feature selection, with both scenarios resulting in an accuracy of 94.31%, precision of 97.87%, recall of 17.10%, 
and F1-score of 29.11%. This consistency indicates that all features in this dataset were relevant, and feature selection did 
not provide additional benefits. 

 
Table 1: Performance Metrics Comparison. 

 
Dataset1 Accuracy Precision Recall F1-score 
Without feature selection 0.953226 0.888888 0.814545 0.850095 
With feature selection 0.963884 0.921259 0.850909 0.884688 
Dataset2 Accuracy Precision Recall F1-score 
Without feature selection 0.870535 0.653846 0.178947 0.280992 
With feature selection 0.875 0.677419 0.221052 0.333333 
Dataset3 Accuracy Precision Recall F1-score 
Without feature selection 0.943062 0.978723 0.171003 0.291139 
With feature selection 0.943062 0.978723 0.171003 0.291139 
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Fig. 3: Confusion matrix with all features. 

 

 
Fig. 4: Confusion matrix with selected features. 

 
These results demonstrate that feature selection generally enhances the performance of the Random Forest 

classifiers, particularly in terms of precision and F1-score. However, the impact of feature selection can vary depending 
on the dataset. In cases where irrelevant features are present, feature selection can lead to significant improvements. 
Conversely, when all features are relevant, the benefits of feature selection may be negligible.  

The findings from this study have several important implications for the field of machine learning. The effectiveness 
of the Boruta algorithm in feature selection underscores its value in improving model performance by retaining relevant 
features, simplifying models, and making them more interpretable and computationally efficient. 
 
4. Conclusion 

This study investigated the impact of feature selection on the performance of Random Forest classifiers across three 
diverse datasets. The Boruta algorithm was utilized for feature selection with the aim of enhancing model accuracy, 
precision, recall, and F1-score. Our findings indicate that feature selection generally improves the performance of 
classification models, especially in terms of precision and F1-score. 

For Dataset 1, the application of feature selection led to a significant improvement in model performance, as 
evidenced by higher accuracy and better precision and recall metrics. Similarly, for Dataset 2, feature selection resulted 
in notable enhancements in precision and F1-score, demonstrating the algorithm's effectiveness in identifying relevant 
features. Conversely, for Dataset 3, where all features were deemed relevant, the impact of feature selection was 
minimal, suggesting that the benefits of feature selection are contingent on the dataset's characteristics. 

Confusion matrices were used to provide a comprehensive evaluation of the models, facilitating a detailed analysis 
of their classification capabilities. These matrices, along with performance metrics such as accuracy, precision, recall, 
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and F1-score, underscored the importance of appropriate feature selection and hyperparameters tuning in achieving optimal 
model performance. 

Future research could extend this work by applying feature selection methods like Boruta to other ML models, such as 
as Decision Tree, Gradient Boosting Machines, Support Vector Machines, and Neural Networks, to evaluate their 
effectiveness across different models. Investigating the synergy between feature selection algorithms and ensemble learning 
learning could further enhance predictive models. Additionally, implementing automated machine learning (AutoML) 
frameworks with integrated feature selection and hyperparameters tuning could streamline the model development process, 
making advanced techniques more accessible and efficient. 
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