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Abstract - Accurate segmentation of cardiac anatomical structures in cardiac magnetic resonance imaging (MRI) is vital for early
diagnosis and treatment planning in cardiovascular diseases. In particular, the right ventricle (RV) during the end systolic (ES) phase is
critical, as RV size is a strong indicator of cardiovascular health. Unlike the LV, the RV has a more complex geometry and thinner walls,
making it difficult to delineate even manually. We propose to evaluate the performance of DeepLabv3+ using different backbone
networks including EfficientNetB3, ResNet50, ResNet101, DesNet121, Xception, InceptionV3, VGG16, and VGG19 for multi-class
segmentation of left ventricle (LV), right ventricle (RV), and myocardium (MYO). EfficientNetB3 as a backbone architecture in
DeepLabv3+ outperformed with average score of Dice (0.913) and Jaccard (0.84). Moreover, it demonstrated the best performance in
segmenting the RV during the challenging end-systolic phase structure often misclassified as MYO. This highlights the clinical potential
of EfficientNetB3-integrated DeepLabv3+ for end-systolic challenging RV delineation. 

Keywords: Cardiac image segmentation, ACDC, DeepLabv3+.

1. Introduction
Cardiovascular diseases are one of the main causes of mortality in Europe. According to the health in the European

Union - facts and figures [1], 1.71 million deaths are due to diseases of the circulatory system. A decision support system for
the early diagnosis of fatal diseases can improve healthcare efficiency and reduce the economic burden of hospitalization.
The improved non-invasive approach involves the advancements in medical diagnostic imaging and techniques to assess the
qualitative and quantitative measurements of heart anatomical structures. The major anatomical structures of heart include
LV, RV, and MYO [2]. These anatomical measurements are further used to diagnose a particular cardiac disease [3]. Multiple
imaging modalities are used to annotate the anatomic structures, especially cardiac MRI. However, manual annotation of
cardiac MRI is time-consuming, subjective, and prone to inter-observer variability. Deep learning–based semantic
segmentation techniques, particularly DeepLabv3+ [4], have shown promise in automating this task.  

2. Methodology
We used DeepLabv3+ architecture, which is designed to handle the dual challenge of capturing multi-scale contextual

features and recovering spatial resolution for accurate segmentation. DeepLabv3+ combines atrous spatial pyramid pooling
(ASPP) with an encoder-decoder structure. The ASPP module extracts rich contextual features using atrous convolutions at
multiple scales, while the decoder module refines object boundaries through progressive upsampling and fusion, as shown
in Fig. 1. 

We evaluate and compare the performance of DeepLabv3+ integrated with different ImageNet pretrained backbone
Deep Convolutional Neural Networks (DCNN) including EfficientNetB3 [5], ResNet50, ResNet101 [6], DesNet121 [7],
Xception [8], InceptionV3 [9], VGG16, and VGG19 [10]. Our objective is to identify the most effective feature extractor for
accurate delineation of key cardiac structures. The encoder begins by processing the input cardiac MRI images which, due
to their native grayscale format, are replicated across three channels to meet the input dimensionality requirements of the
pre-trained backbones. Prior to training, images undergo preprocessing including intensity normalization, and resizing to
256x256 spatial resolution.
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Fig. 1: DeepLabv3+ architecture with varying DCNN as backbone architecture

3. Results
The proposed method is evaluated on the Automated Cardiac Diagnosis Challenge (ACDC) [11] dataset for

segmentation of RV, MYO, and LV. It consists of cine-MRI scans from 150 patients. Each patient have two annotated
volumes (ED and ES) with 8 to 10 slices per volume. The dataset contains five subgroups: normal, myocardial infarction,
dilated cardiomyopathy, hypertrophic cardiomyopathy, and abnormal right ventricle. It is divided into 100 patients for
training and 50 for testing, resulting in 1902 training slices. We split the training set into 80% (1521 slices) for training and
20% (381 slices) for validation, while the test set consists of 1076 slices. All images are resized to 256×256 and normalized.
We employ DeepLabv3+ with EfficientNetB3 backbone, trained using the Adam optimizer, sparse categorical cross-entropy
loss, a batch size of 8, and 50 epochs. The loss and accuracy curves are shown in the Fig. 3 for 50 epochs. The model
demonstrates an improved segmentation accuracy as shown in Fig. 2, particularly for the small and challenging RV structure
in the ES phase, while other models misclassify RV as MYO. Table 1 and 2 show the average multi-class Dice and Jaccard
score respectively of EfficientNetB3 based DeepLabv3+. The overall performance of EfficientNetB3 based DeepLabv3+ in
multi-class segmentation is the best as compared to the other models.
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Fig. 2: Top row from left to right input image, ground truth mask, predicted mask from EfficientNetB3, ResNet50, ResNet101. 
Bottom row from left to right predicted mask from DesNet121, Xception, InceptionV3, VGG16 and VGG19

Fig. 3: Loss and Accuracy curve of EfficientNetB3 based DeepLabv3+ with epochs = 50

Table 1: Average Dice score of different DCNN as backbone network in DeepLabv3+
EfficientNetB3 ResNet50 ResNet101 DesNet121 Xception Inceptionv3 VGG16 VGG19
0.913 0.904 0.902 0.911 0.910 0.864 0.891 0.887

Table 2: Average Jaccard score of different DCNN as backbone network in DeepLabv3+
EfficientNetB3 ResNet50 ResNet101 DesNet121 Xception Inceptionv3 VGG16 VGG19
0.840 0.825 0.824 0.838 0.837 0.763 0.806 0.798
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4. Conclusion
We analysed the performance of DeepLabv3+ with different backbone DCNN in both ED and ES phases. Quantitative

evaluation with the average Dice (0.913) and Jaccard (0.840) scores showed that EfficientNetB3 outperformed other
backbone networks. The most significant advantage was observed in the segmentation of the RV during the ES phase with a
small structure misclassified by other models as MYO. The results indicate that EfficientNetB3 is a promising backbone for
clinically relevant segmentation tasks that require precision across cardiac phases. 
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