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Abstract - The present paper focuses on the numerical modeling of the combustion and heat transfer processes occurring in a 

GCH4/GOX rocket combustor, which was tested experimentally at the Technical University of Munich. A CFD model, using a RANS 

formulation to resolve the turbulent flow in the combustor, is set up and a grid independence study is performed. Three different 

combustion models are applied and the results are compared among each other, as well as to the experimental data. The applied models 

are an equilibrium chemistry model, a non-adiabatic flamelet model, and laminar finite rate chemistry. The models vary in fidelity as 

well as computational expense. Their ability to resolve the underlying physical processes of the reactive flow in the combustion chamber 

is investigated and discussed. 
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1. Introduction 
To reduce the development cost and time of modern liquid rocket engines (LREs), numerical tools are utilized in the 

design phase to support or even substitute costly test campaigns and avoid excessive over-design and redesign efforts. The 

legacy design tools available are one-dimensional and empirical, and typically focus on performance. Heat transfer, which 

is a key driver for thrust chamber designs, is predicted by simple Nusselt correlations. These correlations mostly do not 

include critical factors such as injector effects or three-dimensionality of the flow field. If included, this is usually done by 

empirical or semi-empirical corrections, which need to be validated with costly tests and often cannot be transferred to new 

designs or different combustors [1]. 

Computational Fluid Dynamics (CFD) is a promising approach to remedy these shortcomings and improve the classic 

design and optimization strategies for LREs [2]. Instead of relying on empirical correlations, the principle underlying physics 

are resolved. However, CFD results must be validated against experimental data to improve confidence in their predictive 

capabilities and check the settings of the employed modeling parameters. 

A single element lab-scale rocket combustor, using gaseous methane (CH4) as fuel and gaseous oxygen (GOX) as 

oxidizer, described by Silvestri et al. [3], is modeled numerically using the commercial CFD code ANSYS Fluent [4]. 

Turbulent flow is treated by solving the Reynolds Averaged Navier-Stokes Equations (RANS). The computational setup 

includes several user developed model extensions. While there has been comprehensive research on combustion in hydrogen 

engines traditionally [5], [6], recent research activities have focused on developing analysis capabilities for methane engines. 

Methane shows good performance and cooling properties, as well as low-toxicity and space storability and is therefore an 

attractive option for future space transport systems [7]. 

 

2. Numerical Model 
2.1. Fluid Flow Modeling 

The flow field in the combustion chamber is described by the conservation equations for mass, momentum and energy 

in three-dimensional space: 
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where �̅� and �̅� are the Reynolds-averaged density and pressure respectively and �̃�𝑖 are the Favre-averaged velocity 

components in the spatial directions 𝑥𝑖. The viscous stress tensor is �̅�. The absolute specific enthalpy is ℎ̃, 𝑐�̅� and �̅� are 

the specific heat and the thermal conductivity of the fluid. 

A pressure-based scheme is used for the solution of the discretized equations. Density and pressure are coupled 

through the ideal gas equation of state. 

 
2.2. Turbulence Modeling 

Reynolds-averaging of the Navier-Stokes equations introduces unclosed terms in the momentum and energy 

equations, which need to be closed with an appropriate turbulence model. The turbulent momentum flux is modeled 

employing the Boussinesq hypothesis, relating the Reynolds stresses to the mean velocity gradients. 

Turbulent closure is achieved by employing the standard k-𝜀 model proposed by Launder and Spalding [8] and 

using a two-layer approach for the wall. The model allows for the determination of the turbulent length and time scales 

by solving two additional transport equations for turbulent kinetic energy �̃� and its dissipation 𝜀̃. The turbulent viscosity 

and model parameters are set as proposed in the standard model. 

The near wall region is treated with a zonal approach depending on the resolution of the boundary layer. Where the 

computational grid resolves the viscosity-affected region, a one-equation model by Wolfshtein [9] is employed, 

otherwise, wall functions are used to bridge the region between the fully developed flow and the wall. Blending functions 

are employed for smooth transitions between the different regions. 

The closure of the turbulent heat flux in Equation (3) is achieved employing a turbulent Prandtl number of 0.9 

throughout the domain. 

 
2.3. Combustion Modeling 

The combustion processes occurring in the thrust chamber must be modeled accurately for a reliable prediction of 

the heat transfer to the wall. This includes the initial heat release in the flame zone as well as the post-flame 

recombination reactions in the strongly cooled boundary layer. Three different approaches are compared here. The first 

one is built on the assumption of infinitely fast chemistry, i.e. local reaction to equilibrium. It has been applied 

successfully in rocket combustion modeling of H2/O2 engines [6], [10]. Its applicability is questionable for hydrocarbon 

fuels however, due to the comparatively larger time scales of the chemical reactions involved. Therefore, a second 

approach based on a newly developed non-adiabatic flamelet model incorporating non-equilibrium effects is also 

employed. Both these approaches use pre-processed chemistry tables to look up thermochemical variables and transport 

properties during runtime. The third approach resolves the chemical reactions by including finite rate chemistry, 

employing a chemical kinetic scheme based on Arrhenius reaction rate theory. This approach is thought to have the 

highest modeling fidelity, but is also very expensive in terms of computational cost and tends to be numerically more 

demanding as it deals with stiff chemical systems. 
 

2.3.1. Tabulated Chemistry Models 

The combustion in a LRE depends directly on the mixing process, driven by the injector design, and the underlying 

chemistry of the propellant combination. The relative speed of the chemical reactions compared to the mixing progress 

is critical for the choice of the employed modeling approach and is described by the Damköhler number 𝐷𝑎 =

𝜏𝑚𝑖𝑥 𝜏𝑐ℎ𝑒𝑚⁄ , where 𝜏𝑚𝑖𝑥 is a representative mixing time scale and 𝜏𝑐ℎ𝑒𝑚 a representative chemical time scale. 
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For flows with high Damköhler numbers (Da>>1) the reaction progress is limited by turbulent mixing. This can be used 

to reduce the combustion process to a mixing problem and decouple the thermochemistry from the turbulent flow. 

Thermochemical variables as well as transport properties can then be stored in lookup-tables which are evaluated during the 

the solution of the fluid flow. This negates the need for time-consuming computation of stiff chemical systems during the 

the solution process. Additionally thermochemistry is reduced to a single parameter called the mixture fraction, which is 

is defined as the mass fraction originating from the fuel inlet stream: 

 

Z =
𝑍𝑖 − 𝑍𝑖,𝑂𝑥

𝑍𝑖,𝐹𝑢 − 𝑍𝑖,𝑂𝑥
 (4) 

 

where 𝑍𝑖 is the elemental mass fraction of the chemical element 𝑖 and the subscripts Ox and Fu denote values originating 

from oxidizer or fuel streams respectively. 

Instead of solving one transport equation for every chemical species occurring, now only one for the mixture fraction 

has to be solved: 
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where 𝑆𝑐𝑡  is the turbulent Schmidt number introduced in analogy to the turbulent viscosity for modeling the turbulent mixture 

fraction transport. Here the Schmidt number is set to a constant value of 𝑆𝑐𝑡 = 0.6 throughout the domain. 

In the most general case, all tabulated variables are stored as a function of five independent variables: 

 

�̃� = 𝑓(�̃�, 𝑍′′2  ̃, ℎ̃, �̅�, �̃�) (6) 

 

where 𝑍′′2  ̃is the mixture fraction variance and �̃� is the scalar dissipation. 
When employing the equilibrium chemistry model (ECM), tables are generated using NASA's Chemical Equilibrium 

with Applications code [11]. CEA uses a minimization of free energy method to calculate the equilibrium composition, 

which makes it possible to treat species independently in the algorithm without specifying a chemical kinetic scheme a priori. 

The condition for chemical equilibrium is stated in terms of Gibbs free energy. When this approach is employed, the influence 

of scalar dissipation on the flow is assumed to be negligible, i.e.  𝜒 = 0. 

When employing the flamelet approach, the tables are generated using the method developed by Perakis et al. [12]. This 

approach generates flamelet tables by solving the governing equations of a counterflow diffusion flame in mixture fraction 

space. To model the effect of heat loss in the cooled boundary layer the approach includes the dependency of the mixture 

composition on enthalpy. Non-equilibrium effects are included through tabulation dependent on the scalar dissipation: 

 

�̃� =
Cχ𝜀̃𝑍′′2  ̃

k̃
 (7) 

 

where Cχ is a constant with value of 2.0. Note that the scalar dissipation therefore depends on the variance and vanishes in 

regions with no mixture fraction variance. An additional transport equation is solved for the evaluation of the mixture fraction 

variance field. 

 
2.3.1. Species Transport Chemistry Models 

When employing finite rate chemistry to resolve the combustion process the following conservation equation must be 

solved for every appearing chemical species 𝑘: 
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where 𝑌𝑘 is the mass fraction of the kth species, 𝐷𝑘 the mass diffusion coefficient, 𝑆𝑐𝑡 is the turbulent Schmidt number with 

a constant value of 0.6 and 𝜔𝑘 is the net rate of production of species 𝑘. In accordance with the tabulated chemistry models 

the mass diffusion coefficient is determined by assuming a unity Lewis number. The net production rate of the species 𝑘 is 

determined by the sum of the production rates of that species over all occurring reactions. The reaction rate constants are 

obtained from the classical Arrhenius equation. For the simulations presented the methane oxidation scheme by Sankaran et 

al. [13] is used. The scheme includes 16 species and 72 reactions. 

 

3. Experimental Setup and Test Data 

The experimental combustor investigated here has been tested by the Technical University of Munich as part of the 

research program SFB-TRR40 "Technological Foundations for the Design of Thermally and Mechanically Highly 

Loaded Components of Future Space Transportation Systems". It has been designed as part of a larger effort to support 

the verification and validation of numerical tools for the design of rocket injectors and combustors. 

The experiment reported by Silvestri [3] was run at several different operating point distinct by their chamber 

pressure 𝑝𝑐 and their oxidizer to fuel ratio 𝑂/𝐹. To characterize the performance and the heat transfer of the combustor 

assembly pressure and temperature measurements were taken in axial direction along the combustor wall. A schematic 

of the combustion chamber assembly is shown in Figure 1. 

 

 
Fig. 1: Combustion chamber assembly. 

 

The combustor uses gaseous oxygen as oxidizer and gaseous methane as fuel. The propellants are injected into the 

combustion chamber through a single shear-coaxial injector element on the symmetry axis. The oxidizer post has a 

diameter of 4 mm and the fuel annulus an inner diameter of 5 mm and an outer one of 6 mm. In the investigated 

configuration, the oxidizer post is flush mounted with faceplate and no tapering is applied. 

The circular combustion chamber is lab-scale, with a length of 305 mm and an inner diameter of 12 mm. The throat 

diameter of the convergent-divergent nozzle is 7.6 mm. The chamber is a heat sink design made of oxygen free high 

conductivity copper. It is capacitively cooled only. Wall temperatures have been measured in the cylindrical part using 

thermocouples. The thermocouples are clustered in pairs of three, with a distance on 1, 2 and 3 mm from the hot gas 

wall respectively. This is done to reconstruct the heat flux from the thermocouple readings using an inverse heat transfer 

method presented by Perakis et al. [14]. Pressure transducers are integrated along the combustor wall for the evaluation 

of the axial pressure distribution. 
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4. Numerical Investigation 
4.1. Grid Study 

In order to get an estimation of the discretization error, i.e. the difference between the converged solution on a specific 

specific grid and the ‘exact’ solution, the grid convergence index (GCI) according to the procedure proposed by Roache [15] 

Roache [15] is evaluated. Iterative convergence is achieved by reducing the normalized residuals for each equation solved 

solved by at least four orders of magnitude. Two grids, varying in the number of computational cells, were generated for this 

study. The fine grid (grid f) consist of 91735 cells, the medium grid (grid m) of 54189 cells. Calculations with three different 

discretization schemes are conducted for both grids. The applied schemes are, a first order upwind scheme, a second order 

upwind scheme, and a third order MUSCL scheme. All calculations are performed using the ECM as baseline for simulating 

the combustion processes. As critical design parameter for the heat management system in LREs, the integrated wall heat 

flux is chosen as key variable for judging global grid convergence. The results of the calculation for the discretization error 

based on the wall heat flux are given in Table 2. The numerical error is calculated by comparing the solutions on each grid 

to a value gained from Richardson. 

 
Table 2: Estimation of discretization error. 

 

  Grid 1st Order 2nd Order 3rd Order 

Q [kW] m 93 97 97 

  f 94 98 98 

  ext 99 98 98 

GCI [%] m 24.2 4.6 3.7 

  f 7.8 1.1 0.7 

 

The extrapolated values for the different schemes only differ by around one percent. For the following mainly qualitative 

investigations, as well as the experimental data at hand for validation, a numerical error less than 10% was deemed adequate. 

All simulations were calculated on the fine grid. All simulations using ECM or NAF as combustion models were calculated 

with the 2nd order scheme, while for the FRC the 1st order scheme had to be used due to convergence difficulties. 

 
4.2. Combustion Model Studies 

The design of the injector elements used in a LRE has a direct impact on the engines performance and thermal 

environment, as it is the main driver for mixing efficiency in the system. The primary measure of the rocket engine 

performance related to the injection system is the characteristic velocity 𝑐∗, which describes the basic impulse of the engine 

prior to expansion, but beyond choked conditions in the nozzle throat. The characteristic velocity is defined as: 

 

𝑐∗ =
𝑝𝑐𝐴𝑡ℎ

�̇�
 (9) 

 

where 𝑝𝑐 is the stagnation pressure at the throat, 𝐴𝑡ℎ is the throat area and  �̇� the total mass flow rate of oxidizer and fuel 

combined. Therefore, the characteristic velocity defines the throat area needed to achieve a certain chamber pressure at a 

given mass flow rate. For a 'perfect injector' the characteristic velocity is mainly a function of the propellant combination. A 

'perfect injector' is characterized by mixing, evaporating and reacting the propellants to equilibrium before entering the thrust 

chamber. 

The combustion efficiency of a rocket combustor can then be defined as the ratio of the characteristic velocity of the 

real injector compared to the characteristic velocity of the 'perfect' or 'ideal injector': 

 

𝜂𝑐∗ =
𝑐∗

𝑐𝑖𝑑
∗  (10) 
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Here the characteristic velocity for the ideal system is determined using NASA's CEA code [12]. One of the 

of the calculation of theoretical rocket performance in CEA is adiabatic combustion. When dealing with substantial heat 

through the combustor wall this assumption is no longer valid. The energy is leaving the system and does not contribute 

rising the chamber pressure. This is taken into account in this study by subtracting the integrated heat flux up to the 

from the injection enthalpy of the propellants, when calculating the ideal characteristic velocity. This results in the non-

adiabatic combustion efficiency 𝜂𝑐,ℎ
∗ . 

The results for all studied cases as well as the experiment are comprised in Table 3. 

 
Table 3: Calculated combustion efficiency 

 

  Experiment ECM FRC NAF 

𝜂𝑐
∗. [%] 92.8 87.6 92.2 90.1 

𝜂𝑐,ℎ
∗ . [%] 98.6 100.6 99.4 101.2 

 

Note that in general the combustion efficiency is less than 100%. However, in some cases the energy released can 

be greater for a system not in chemical equilibrium, or a certain stratification of temperature and velocity can give higher 

than fully mixed performance [16]. In addition, secondary effects like the initial momentum of the propellants at the 

injector and the momentum boundary layer are not corrected for here. This can explain the high values for the simulated 

cases. In any case all simulations show a high combustion efficiency, i.e. a good mixing characteristic of the injector. 

Figure 5 shows the pressure along the combustor wall predicted by the different combustion models in comparison 

with the experimental data. A total error of 2% is also shown for the experiment. This value is not derived from error 

analysis and only included for reference. The ECM and the NAF model underestimate the wall pressure significantly, 

while the FRC is within 2% of the experimental values for all data points. 

The differences in the wall pressure distributions can be explained by looking at the wall heat flux curves given in 

Figure 6. As expected the curves show an opposite trend compared to the wall pressure distribution, confirming the 

previously mentioned relation between pressure buildup and heat loss. The ECM predicts the highest heat flux followed 

by the NAF. Both show significantly higher values than the FRC and the experimental data. The FRC is just outside of 

a 15% error, assumed for the experiment, for most of the chamber. 

 

  
Fig. 5: Wall pressure. Fig. 6: Wall heat flux. 

 

The reason for the comparatively low heat flux in case of the FRC model can be observed in Figure 7, where the 

hot gas main product mass fractions along an evaluation line located at x=250 mm are shown. While the ECM and the 

NAF predict a decrease of CO of approximately 45% and an increase of CO2 of 30% in the region roughly 1.5 mm close 

to the wall, the composition is practically frozen in case of FRC. This difference is the main driver for the higher heat 
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flux predicted by ECM and NAF, where the recombination energy of the CO- CO2 balance is released in the wall near region. 

Reactions in the FRC model are mainly driven by the presence of radicals. As the present radicals decrease in amount towards 

the wall, reactions slow down and the composition becomes frozen. As an indicator, the OH mass fraction is given in Figure 8. 

In the presented case, OH was the most prevalent radical. 

 

  
Fig. 7: Main combustion products along evaluation line. Fig. 8: OH radical mass fractions along evaluation line. 

 

Looking at the average temperature along the combustor given in Figure 9, FRC and NAF actually predict higher values 

compared with the ECM model. However, this is only true for the mean. The temperatures of the wall adjacent cells are 

highest for the ECM and display the same qualitative trend as the wall heat flux, see Figure 10. Along the crossection at an 

evaluation point of x=250 mm it can be seen, that, as the enthalpy defect increases towards the wall and the mixture enthalpy 

deviates from the adiabatic value. The temperatures found in chemical equilibrium are higher compared to the temperatures 

predicted by the NAF and the FRC, leading to a higher heat transferred to the wall. 

 

  
Fig. 9: Cross-sectional-averaged temperature. Fig. 10: Near wall temperature along evaluation line. 

 

5. Conclusion 
Three different combustion models have been evaluated for their feasibility to be used in the simulation of a single-

element GCH4/GOX rocket combustor. One was based on the assumption of chemical equilibrium, one based on finite rate 

chemistry with an underlying chemical kinetic scheme. The third one was based on a recently developed non-adiabatic 

flamelet approach. 

Only the finite rate chemistry model showed acceptable agreement with the experimental data in terms of pressure and 

heat flux distribution. The discrepancies in the results produced by the equilibrium and the flamelet model mainly stem from 

an over-prediction of the recombination processes of the CO-CO2 balance in the strongly cooled boundary layer. While the 
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finite rate chemistry approach predicts an almost frozen composition close to the wall after the amount of radicals present 

in the mixture becomes negligible, CO still decreases by approximately 45% and CO2 increases by 30% in case of 

equilibrium and flamelet. 

The finite rate chemistry model however is much more computational expensive and prone to instable convergence 

compared to the other two models as it does not implement a tabulation routine and needs to solve several additional 

transport equations for species as well as dealing with stiff chemistry systems. This makes it prohibitive to be used in 

design phases, where quick turnaround times are needed, especially when considering more complex sub- or full-scale 

engines. 

To improve the results of the tabulated chemistry models, a new method, based on knowledge transfer from the 

higher fidelity finite rate chemistry and taking into account the kinetic effects in the cooled boundary layer, is currently 

in development at the Technical University of Munich. 
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