Experimental Investigation of Contact Heat Transfer at High Pressures
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Abstract - Besides the mechanical description of technical systems, a thermal modelling is frequently required. In this context, contact heat transfer coefficients are essential boundary conditions for the thermal simulation of technical systems consisting of several individual components. This parameter is mainly influenced by the surface structure and roughness of the contact partners as well as the applied contact pressure. However, although the influencing parameters are well known, an analytical determination is quite difficult. Therefore, an experimental quantification is mandatory. So far, experiments in literature have primarily focused on the investigation of contact heat transfers at moderate loads up to 100 MPa. Nevertheless, there are some applications where solids are in contact at very high pressure and resulting heat transfer between them plays an essential role, such as the interface between the tool and the workpiece during machining. The aim of this work is to present a novel experimental methodology to determine contact heat transfers at high loads. In this approach, infrared thermography is used to measure the temperature data, which is consequently used to solve an inverse problem using the conjugate gradient method, which provides the corresponding contact heat transfer coefficients. Furthermore, first experimental results for a load-dependent heat transfer for loads between 200 and 1200 MPa are presented and occurring effects are discussed.
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1. Introduction

Due to the increasing demand for high manufacturing accuracy and quality, a precise thermo-mechanical description of the machine tool is mandatory. A sound knowledge of the temperature field is important in order to determine the temperature-related expansion of the various components. An important boundary condition for the thermal coupling of the temperature fields of the individual subcomponents is the contact heat transfer coefficient. This parameter is introduced as the real contact area $A_R$ is much smaller than the nominal geometric area $A_N$ due to the microscopic roughness of the technical surfaces. The actual contact area for metallic bodies is usually only 1-2 % of the nominal geometric area \cite{1}. This leads to a restriction of the heat flux, resulting in a temperature drop across the contact plane, which can be seen exemplary in Fig. 1.
Using the heat flux $\dot{q}^\prime$ which flows across the contact plane and the resulting temperature drop $\Delta T_c$, the contact heat transfer coefficient $h_c$ can be defined as follows:

$$h_c = \frac{\dot{q}^\prime}{\Delta T_c}$$  \hspace{1cm} (1)

Although the phenomenon has been studied since the 1930s and the main influencing variables are known, an analytical description is still very difficult. Due to the complex interaction of surface geometry, elasto-plastic mechanical behavior and thermal modeling, open questions remain. Cooper [2] developed an analytical approach in the 1960s, which was later further developed by Mikic [3]. In this approach, the contact heat transfer is analyzed on the basis of the geometric description of the contact surfaces, the mechanical deformation of the contact surface caused by the contact pressure and the thermal behavior in the contact zone. In addition to these theoretical approaches, several experimental studies on contact heat transfer have also been conducted. In this context, the most common and simplest measurement method is the steady-state method. In this method, the surfaces of the specimens to be tested are compressed with a predefined force and then subjected to a steady-state heat flux. Several thermocouples are inserted into the specimens at uniform intervals to record the line-shaped temperature profile across the two specimens. The recorded temperature profiles are then extrapolated to the contact plane to determine the temperature drop occurring there. By means of the observed temperature drop $\Delta T_c$ and the applied heat flux $\dot{q}^\prime$, the contact heat transfer can thus be quantified analogously to equation 1. Using this experimental setup, Asif and Tariq [4] have determined heat transfer coefficients for different metal pairings. Sponagle and Groulx [5] have studied the impact of different interstitial media on contact heat transfer. While Liu et al [6] focused more on the influence of temperature in the contact plane on contact heat transfer. Although this experimental setup is widely used and numerous studies have been made, it has some shortcomings. First, it takes a long time to reach the required steady state, often several hours [7]. Second, the thermocouples must be inserted invasively into the samples, which can affect the temperature field in the specimen [8]. Burghold et al. [9] have therefore presented an alternative setup in which the temperature data of the specimens are determined using infrared thermography. The temperature detection is much more sensitive compared to thermocouples and temperature changes can be detected quickly. Using a transient evaluation method, time-dependent contact heat transfer coefficients can be estimated from the recorded temperature fields. This can be done, for example, using the conjugate gradient method developed by Alifanov [10] or the sequential function estimation procedure (SFEP) according to Beck et al. [11]. However, this is associated with a significantly higher computational effort, whereas the duration of the experiment is significantly shorter with this method. Although contact heat transfers have been studied for several decades, the focus of experimental research has been on contact heat transfers at moderate loads up to 100 MPa [12]. However, there are a few applications where solids come into contact with each other at much higher pressures, such as at the interface between the tool cutting edge and the workpiece during machining, where the contact pressures can reach several hundred MPa. For this purpose, there are numerical studies [13, 14] that show that the contact heat transfer reaches very high values of 100.000 or even 1.000.000 W/m²K, which is 1 or 2 orders of magnitude higher than the values experimentally studied so far. However, only individual operating points are investigated and not progressions over a larger pressure range. Furthermore, these results are based on numerical investigations and should be validated by experiments. Therefore, for a better understanding, fundamental experimental studies in a larger pressure range are necessary to better understand the phenomena that occur.

2. Experimental Setup

2.1. Test Rig

The experimental setup for the present investigations is the same as presented by Burghold et al. [9] and Helmig et al. [15], except that the specimen geometry is adjusted. A schematic of the experimental setup is shown in Fig. 2. The main component consists of a servo-hydraulic material testing machine with a maximum test force of 100 kN,
controlled by a PID controller. To measure the actual force, a strain gauge with a sampling frequency of 100 Hz is installed in the yoke of the press. The upper specimen is mounted on a vice which is fixed on the hydraulic cylinder, while the lower specimen is mounted on a vice which is fixed on the press table. Initially, the two specimens are heated by two independent heaters to reach the specified set temperatures. The heaters contact the side surfaces of the specimens as shown in Fig. 2. Since the calibrated measurement range of the IR camera is from 30 °C to 125 °C, the upper sample is heated to a temperature between 110-120 °C, while the lower sample is tempered to 30-40 °C. The heating phase is monitored by thermocouples inserted in holes outside the IR visible surface. By the time the samples have reached the specified temperatures, the heating bars are pneumatically retracted and the upper sample is pressed onto the lower sample. While the specimens are pressed together, their temperature distributions on the front faces are recorded temporally and spatially using the infrared camera. The IR camera used is an Infratec ImageIR 5300, which can detect mid wavelength infrared in the range from 3.7 to 4.8 μm. The camera lens used for the investigations offers a pixel pitch of 30 μm at a working distance of 300 mm and a resolution of 320x256 pixels. Thus, the observed area is 9 x 7.68 mm, which can be used for subsequent analysis. This provides good spatial resolution and, with a recording frequency of 100 Hz, also good temporal resolution, which is necessary to provide good resolution of the transient local temperature changes.

Fig. 2: Experimental Setup [9]

2.2. Specimen

Compared to Helmig et al [15], the specimen geometry was slightly changed in order to reduce the manufacturing effort. The specimens consist of a square with a base area of 20x20 mm and a height of 60 mm. As described in the previous section, the force of the test rig is limited to 100 kN. With a contact area of 20x20 mm= 400 mm², this results in a maximum contact pressure of 250 MPa. Since much higher pressures are to be investigated in the present work, the nominal contact area between the specimens must be reduced. Therefore, the new geometry of the upper and lower specimen differs in shape. As can be seen on the left side of Fig. 3, the lower specimen has a flat surface. The upper specimen, on the other hand, has a 1 mm x 2 mm elevation in the center, which reduces the contact area between the two specimens to 40 mm² by a factor of 10. The visible surfaces of the specimens, on which the temperature field is recorded with the infrared camera, are ground down to obtain as flat a surface as possible. This surface is finally coated with a thin layer of black paint with a known emissivity of about ε = 0.95 to minimize the influence of ambient radiation [8].

The test specimens are made of AISI 1045 steel, and the test surfaces are all milled with the same milling parameters using the rolling face of the milling cutter. The resulting surface roughness is Rq 8 mm and Rz 40 mm. To quantify and map the surfaces, line profiles will be recorded using a Mahr MarSurf10 surface profilometer. An example of surface measurements is shown in Fig. 3. In each test repetition, specimens with the same surface parameters are pressed on top of
each other at nine different pressures, evenly spaced between 200 and 1200 MPa. The tests are performed with two pairs of specimens and repeated three times per load point, gradually increasing the load.

3. Methodology

In the first step of the evaluation methodology, the specimen geometries in the IR images are mapped on a numeric grid using an edge algorithm. This searches for the largest temperature gradients and then marks the outlines of the sample geometry as it is significantly warmer than the ambience. In Fig. 4a, the infrared image frame can be seen in the with the associated temperature field and isotherms. It is easy to see how the temperature profile propagates radially from the contact. In the second image, the resulting sample geometry is then marked in yellow, and the surrounding area can be seen in blue. In the next step, the contact plane with the corresponding contact points is defined, also by means of the edge algorithm. The contact points can be seen with a black line in image in Fig. 4b. Based on the detected geometry and boundaries, a thermal simulation is created applying the two-dimensional heat conduction equation to determine the temperature $T_{\text{sim}}(x,y,t,h_c)$ shown in Equation 2, where the parameters $\rho$, $c_p$ and $k$ are the thermophysical properties density, heat capacity and thermal conductivity, respectively.

$$\rho \ c_p \ \frac{\partial T}{\partial t} = k \ \frac{\partial^2 T}{\partial x^2} + k \ \frac{\partial^2 T}{\partial y^2}$$  \hspace{1cm} (2)$$

These properties are assumed to be constant for the upper and lower specimens, which is justified due to the relatively small change in temperature. Since the heat conduction equation is a partial differential equation, its solution requires accurate boundary and start conditions. In the two-dimensional simulation three different boundary conditions are considered, which are visualized in image 3 of Fig. 4. $\Omega_1$ represents the contact heat transfer coefficient as a boundary condition between the two specimens. $\Omega_2$ is an adiabatic boundary condition. Although an exchange via radiation between the bodies is to be expected, this can be neglected due to the low temperatures. The same is true for convective transport between the two specimens. $\Omega_3$ is the coupling boundary condition between the recorded region and the rest of the body. There, the values from the measurement for the respective time step are taken as boundary condition for the temperature. The resulting temperature field of the set up thermal simulation can be seen in Fig. 4c. The algorithm for solving the inverse problem is based on the methodology of Alifanov [10] and Ozisik [16].
only a short version about the evaluation procedure is given, for a more detailed description the reader is recommended to refer to the given literature. The evaluation methodology is divided into three main steps. First, for a current iterative contact heat transfer coefficient $h_c$, the resulting temperature field is calculated using the built simulation. Then, the parameter $h_c$ is systematically optimized by minimizing the difference between the measured temperature $T_{\text{meas}}$ and the simulated temperature $T_{\text{sim}}$. This is summarized by the criterion function $J$ for each iteration step $i$, which can be seen in equation 2.

$$J(h_{ci}) = \int_{t_0}^{t} \left( T_{\text{sim}}(x,y,t,h_{ci}) - T_{\text{meas}}(x,y,t) \right)^2 dt$$

This iterative process is repeated until the objective function reaches the previously defined termination criterion. Once the optimized simulation and the measurement have reached the highest possible agreement, indicated by the stagnation of criterion $J$, the iterative process is terminated and the obtained result is taken as the sought boundary condition.

4. Results
Fig. 5 shows the calculated time-dependent contact heat transfer coefficient on the left side as an example for specimen pair 1 at a contact pressure of 840 MPa. The diagram on the right shows the temperature profiles of the upper and lower specimen at the evaluation points marked by $\Omega_{\text{eval}}$ and the green crosses in Fig. 4b at a distance of 1 mm from the contact plane. There, the individual results of the respective iteration steps are marked according to the color legend on the right side, so that the development can be observed over the iteration. In the first iteration step, the sought boundary condition is estimated to be 0 kW/m²K, therefore the temperature change is relatively small since no heat is transferred across the interface. The black dashed line shows the measured temperatures at the evaluation point. It can be seen how the simulated temperature profile gradually approaches this from the first iteration step. It is noticeable that the temperature profile from the final iteration step of the upper specimen coincides with the measured profile, while the lower one also matches the measured profile well, but a small deviation remains. The contact heat transfer coefficient in the left image shows well how it increases with the increasing number of iterations. The result of the last iteration shows a constant course over time at approx. 170 kW/m²K. This constant progression is to be expected due to the constant force imprint, since the contact heat transfer coefficient is proportional to the applied pressure according to Cooper [2]. Thus, this is a first indicator of the validity of the calculated result. The small deviations from a linear course are due to measurement uncertainties. The elevation after 7 seconds is due to the evaluation methodology.

Fig. 5: Left: Example results for the transient contact heat transfer coefficient for pair 1 for a contact pressure of 840 MPa with progressing iteration. The evolution of the heat transfer coefficient over the course of the iterations is shown by the colored lines referring to the colorbar on the right side of the figure.

Right: Corresponding local temperature trends from experiment and inverse evaluation. The upper line shows the temperature trend of the upper specimen at the previously initiated evaluation point, while the lower lines correspond to the lower one. The evolution of the heat transfer coefficient over the course of the iterations is shown by the colored lines referring to the colorbar on the right side of the figure. The black dashed line shows the measured temperature trend.

Fig. 6 shows on the left the summarized results for the two specimen pairings for a contact pressure of 200-1200 MPa. Here, for each evaluation point, the transient contact heat profile shown in Fig. 5 is averaged over the period of 2-4 seconds. As can be seen, there are three repetitions per pressure. First of all, it is noticeable that the contact heat transfer coefficient for the specimen pairings present here with the corresponding test surfaces reach values of 75-480 kW/m²K. It can be clearly seen that the heat transfer increases with increasing contact pressure. However, in the pressure range 200-500 MPa, a logarithmic or flattening curve can be observed, whereas in the pressure range 500-1200 MPa, an exponential or steeply increasing curve can be observed. Fig. 6 shows on the right side the derivative of the course on the left side with respect to the contact pressure. There, the previously described course is highlighted again in more detail, as the changes can be seen better. It can be seen clearly how the slope decreases for both specimens up to the inflection point, marked by the black crosses, at a contact pressure of approx. 500 MPa. The two specimens also show the same gradient curve in the low load range, which is marked with regime 1, only with a
constant offset up to the inflection point. From there on, it can be seen how the slope clearly increases and clearly exceeds that from regime 1. However, it can also be seen that in the higher load range indicated by regime 2, the difference between the two sample pairings increases. It is also noticeable that the three measurement repetitions per pressure are very close to each other and the standard deviation is low, which is a good index for the stability and reproducibility of the evaluation methodology. Nevertheless, it can be found that although sample pairing 1 and 2 show the same qualitative trend, the contact heat transfer coefficient trend of pair 2 is significantly lower than that of pair 1. Although the surface parameters are very similar, the microscopic contact points of the rough surfaces may be located at different places and thus the contact conditions may differ. In the analytical correlations of Mikic and Cooper, the contact fraction $A_R/A_N$ is equated with the ratio of contact pressure $p$ and microhardness $H$ by $p/H$. Here, the microhardness for C45 is 2000 MPa [17]. With reference to the observations in Fig. 6, this means that at a contact ratio of 0.25 the transition from regime 1 to regime 2 occurs. It seems that starting from a contact ratio of about one quarter, the contact area is large enough that the thermal constriction in the contact plane is no longer so strong and the thermal resistance collapses. This parameter depends theoretically only on the material hardness and not on the roughness. This assumption must be confirmed in further experimental investigations.

Due to the high pressures, both elastic and plastic deformations are expected in both test specimens. Fig. 7 shows the macroscopic main specimen distance, which results from the height of the elevation, as a function of the contact pressure. This distance decreases by about a quarter from about 1 mm at 200 MPa to 0.75 mm at 1200 MPa. Visible deformation begins at about a contact pressure of 500 MPa, which agrees well with the magnitude of the yield strength of 510 MPa, above which plastic deformation occurs [18]. Although the elevation of the upper specimen is depressed, no widening is visible and the width of the elevation of 2 mm does not change. In the thermal simulation, pressure-dependent changes in the material properties due to plastic deformation have not yet been considered.
5. Conclusion

This paper presents a novel approach for inverse quantification of contact resistance under high loads using infrared thermography. The temperature information from the infrared images is used as input to the inverse optimization method, which aims to minimize between simulated and measured temperature by iteratively adjusting the sought thermal constraint. It is found that the thermal resistance collapses above a certain contact pressure or contact fraction and the heat transfer increases exponentially. Future studies will address the influence of different surface roughness and interstitial media in the contact zone on contact heat transfer. In the same way, the behavior of harder materials will be investigated.
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