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Abstract - Investigating the resilience of businesses can significantly enhance the robustness of an economy, while also offering insights 
into the factors that impact growth and stability. Understanding of business survival supports policymakers and stakeholders in crafting 
initiatives that promote entrepreneurship, drive innovation, and enhance long-term economic sustainability. Small country economies 
pose unique challenges, and there is limited prior research addressing these specific contexts. In our study, we utilize data from 1560 
Albanian firms established between the first day of July 1992 and the last day of December 2023. The objective of this study is to analyse 
the monthly survival duration of these firms by evaluating two different approaches. First, a traditional strategy that estimates their 
survival using the Kaplan-Meier method and verifies the statistical significance of the variables using the Cox regression model. Kaplan-
Meier survival curves show a differential survival pattern among several types of legal forms for firms, with an average duration of 
survival of 143 months for these recently established Albanian firms. Furthermore, the second approach employed in this study involves 
the utilization of survival support vector machines, decision trees, and random survival forests with survival data. The support vector 
regression model with the radial basis function, has the highest AUC of 0.93 and the highest predictive accuracy when it comes to ranking 
survival periods. Its C-index value is 0.72, which is also the same as the Cox proportional hazards model, which is used as the reference 
model. This study contributes to the existing literature by illuminating critical factors influencing firm survival and methodologies used 
to achieve the results. The insights gained from this study can benefit policymakers, entrepreneurs, and stakeholders involved in fostering 
business resilience and sustainable economic development.  
 
Keywords: firm survival; Kaplan-Meier; Cox Proportional Hazards model; machine learning; random survival forest; 
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1. Introduction 

Given their significant impact on national economies and several participants, the survival of firms remains a primary 
objective for most companies [1]. However, achieving durability in the ever-changing business setting of today presents 
significant challenges. McKinsey’s research provides a sharp decline in the average lifespan of companies listed in the 
Standard and Poor’s 500 index: from 61 years in 1958 to less than 18 years in 2016. Concerning, McKinsey’s projections 
suggest that a 75% of the standard current and poor’s 500 companies cannot survive more than 20 years, [2]. In 2008, the 
Bank of Korea, [3] conducted a thorough investigation covering 41 countries across Asia, Africa, Europe, North America, 
South America and Oceania. Their findings revealed remarkable durability among some companies, with 5,586 firms lasting 
more than two centuries. Among these legacy companies, Japan boasted the highest number, with 3,146 entities, accounting 
for 56.3% of the total. Germany followed with 837 companies (15.0%), the Netherlands with 222 (4.0%) and France with 
196 (3.5%). Numerous studies have investigated the factors affecting the longevity of manufacturing firms, which have 
identified various factors related to firm survival, includes, among other things, loans, assistance, revenue, and creativity [4-
8]. Also, the size and age of the firm are main factors related to the survival of the firm [9-11]. A firm’s longevity plays a 
modest but significant role in reducing the likelihood of failure. Clearly, further research on firm survival is crucial. 

Survival analysis is a basic statistical method widely used in various fields of research, which deal with the time until 
the occurrence of a specific event. Because of their wide use, these methods are commonly used to analyze firm survival over 
time. The Cox proportional hazards model, one of the most important parts of survival analysis models, allows the 
identification of factors and the impact they have on the firm’s survival time [10]. In the study [12], the authors conducted 
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an empirical study using survival analysis models, specifically the Cox proportional hazard model, focusing on Chilean 
firms from 2011 to 2015. First, they examined the factors affecting the survival of firms for different groups using a 
probit model, which includes all firms and not only those created in 2010. Some other works that use survival analysis 
models to estimate the longevity of firms and the factors that affect this lifespan was carried out by the authors [13-15]. 
Authors in [16], studies the survival time of non-cultural firms compared to cultural firms, and how factors such as 
profitability, solvency and debt can affect their longevity. Their analysis included the application of the Kaplan-Meier 
method to estimate survival time, the use of the Harrington-Fleming test and the Cox regression model to determine the 
statistical significance of these factors included in the study.  

Machine learning methods, including decision trees, random forests and neural networks, are increasingly used to 
predict the survival time of firms, in recent years [17-20]. Authors in [21], studies the predictive accuracies of different 
machine learning models for predicting the bankruptcy of firms one year before their closure. They benchmark their 
performance against results obtained from discriminant analysis using a data set spanning 1985 to 2013 and comprising 
over 10,000 observations per year from North American firms. An extensive review of these applications in finance 
through the use of bibliometric techniques is provided in [22]. Authors in [23], analyses how machine learning methods, 
such as Bayesian additive regression trees (BART), spanning trees, bootstrap forests, and regression tree algorithms, 
combined with economic theory, can be used to predict performance financial of manufacturing firms in developing 
countries. Reference [24] compares two distinct methodologies for assessing credit risk in small and medium-sized 
businesses, in a selection of 464 Italian small and medium-sized businesses spanning the period from 2015 to 2017. The 
models studied are a model ordered probit and a machine learning random forest model, where the results show that the 
random forest approach outperforms the traditional ordered probit model. Machine learning methods are often used to 
solve complex problems encountered in survival analysis. By utilizing machine learning techniques, researchers can 
effectively model and predict survival analysis results [25]. Recent studies pointed out that machine learning algorithms 
are an excellent solution to calculate survival time in classical models of survival analysis [26-28], constructing the most 
recent solutions in this domain. 

This paper aims to study the survival time per month for 1560 firms in Albania. To accomplish this goal, statistical 
methods and survival analysis, along with the development of machine learning classifiers for survival methods, were 
applied to these data, in order to identify factors that contribute to firm longevity. Section 2 provides an overview of 
survival analysis, Kaplan-Meier and Cox proportional hazards model. Along with an overview of machine learning 
algorithms for survival analysis methods, such as decision tree, random survival forest, and survival Support Vector 
Machine. Section 3 applies various statistical models as well as machine learning methods to the firm dataset and shows 
the comparison between these models. The sample obtained from the National Business Center (NBC) database in 
Albania consists of 1560 firms established between the first day of July 1992 and the last day of December 2023. Lastly, 
section 4 presents the conclusions derived from result analysis along with additional recommendations. It’s important to 
note that the study has certain limitations that should be considered when interpreting the findings.  

 
2. Data Analysis Methods 
2.1. Survival Data Analysis 

Survival analysis studies the time until an event of interest, Y, occurs. Survival data often include censored 
observations, where the time taken in the study is not shown in full, the censoring time, C. This issue represents a key 
characteristic of this type of analysis. Due to random right-censoring, we may not always observe the Y variable. 
Therefore, for each individual, we have the pair (𝑇𝑇, 𝛿𝛿), where T=min(Y,C) is the time until an individual either 
experiences the event of interest or their follow-up period ends, and 𝛿𝛿 = 𝐼𝐼(𝑌𝑌 ≤ 𝐶𝐶) is the censoring indicator. A sample 
is a set of observations represented by { }( , ), 1,...,i iT i nδ = independent and identically distributed variables of the random 
vector (𝑇𝑇, 𝛿𝛿). A fundamental goal in survival analysis is to estimate the density and survival function for the variable Y. 
To this end, Kaplan [29], introduced the nonparametric maximum likelihood estimator of the survival function, known 
as the product-limit estimator. 

( )

[ ]

:

1
1

ˆ( )
i

n
i

i T t n i
S t

δ

≤

 
− − + 

= ∏           (1) 

where [ ]iδ is the corresponding censoring indicator concomitant of ( )iT .  



 
 

 

 
130-3 

The Cox proportional hazards model [30] is one of the most widely used statistical approaches in survival analysis, to 
evaluate the impact that the factors under study have on survival time. Its basic assumption is that the risks remain 
proportional over time for all individuals in the studied population and is represented by the formula: 
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where ( ) ( )ih t  is the hazard function for the ith individual, ijX  is the explanatory variable j for individual i, jβ  is the 

slope term for the jth explanatory variable, and 0 ( )h t  refers to a hazard function for an individual with zeros for all features. 
 

2.2. Machine Learning Techniques Applied to Survival Analysis 
In recent years, machine learning has advanced significantly in its ability to solve standard regression and classification 

problems. This development has generated interest within the machine learning community to extend these methodologies 
to various fields, including survival analysis. However, a major challenge facing researchers in this field is the existence of 
censored data, a less common characteristic in traditional machine learning problems. Generally, we have been employed 
the following models for survival analysis: 

Decision Trees and Random Survival Forests: tree-based methods were among the earliest machine learning models 
successfully applied to censored data [31, 32]. Among these methods, random survival forests (introduced by Ishwaran in 
2008 [33]) are the most advanced tree-based survival model to date, where the ensemble is created by stacking Nelson-Aalen 
tree-based estimators ˆ ( | )bH t y . The survival prediction from the random survival forest, for B bootstrap samples is: 

 

1

1 ˆ ( | )ˆ ( | ) exp
B

rsf
b

b
H t y

B
S t y

=

 
− 
 

= ∑          (3) 

 
Support Vector Machines (SVMs): Shivaswamy introduced the support vector censored regression approach to create a 

model competent of using all available information from survival data including censored data [34]. Support vector machines 
essentially divide the dependent space into two subspaces using a hyperplane that maximizes the boundaries between the 
hyperplane and the points from the two subspaces closest to it. The optimization of the convex objective function for this 
model, considering the censored data, with iα  Lagrange multipliers, can be expressed as follows:  
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An exhaustive grid search with k-fold cross-validation has been used to assess the models during the hyper parameter 

exploration. The hold-out test set has been used to evaluate the final models. The research demonstrates that this technique 
is also utilised to increase classification accuracy. The k-fold cross validation has been integrated into the grid search and 
offers the benefit of precisely estimating the model’s accuracy and utilising additional data for validation. 

To evaluate models during hyper parameter exploration we use an exhaustive network search with k-fold cross-
validation. This method offers the benefit of accurately estimating the accuracy of the model and using additional data for 
validation. The retention test set is used to evaluate the final models and also to increase the classification accuracy, as 
researches have shown. 

 
3. Results 
3.1. Data Pre-Processing and Descriptive Statistics 

This paper examines the duration of time of newly established firms by analysing a sample obtained from the National 
Business Center (NBC) database in Albania, [35]. The sample consists of 1560 firms established between July 1992 and 
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December 2023. The data were downloaded from the website of the NBC, as PDF format. Then, through an algorithm 
created by the authors in Python, the necessary information was extracted from PDF, in Excel format. Also, the data 
have been subjected to their pre-processing phase, dealing with missing data and outliers, where 1700 pdf files were 
extracted from the web, but because they had a lot of missing values, only 1560 of them were used for analysis. The 
registration time in the NBC marks a firm’s birth, while deregistration signifies its exit. The study faces the challenge 
of censored data, referring to firms still in operation (or ‘alive’) as of last day of February 2024, the end of the sample 
period. Of the 1560 firms, 799 (51%) were still in business (‘alive’) in the last day of February 2024 (the end of the 
sample period), while 763 (49%) were closed (‘dead’). We also conduct a comparison among three categories of firms 
by grouping them into classes.: Class I firms, Natural Person (NP), constituting 33.1% of the firms; Class II firms, 
Limited Liability Company (LLC), constituting 64.5% of the firms and Class III firms, Others (Branch of the foreign 
company; Joint stock company; representative office; collective society etc.). The survival time we study is in months. 
Then to analyze the survival time for these firms, we used survival analysis methods and the aforementioned machine 
learning methods for survival data, by using the R packages (survival; randomForestSRC; survivalsvm; survivalROC).  

 
3.2. Survival Analysis 

In this study, the Kaplan–Meier method has been used to estimate the survival time, by plotting the survival 
probabilities in relation to the survival months for firms, Figure 1. 

 

 
Fig. 1: Survival probability over time. 

 
For these firms, the average expected survival period is 143 months, so almost half of the businesses close 143 

months after they are established and 75% of them close in 37 months. The range from 131 to 164 months of the 95% 
confidence interval for the average survival time shows a considerable heterogeneity, where many factors can be 
attributed to these fluctuations, including economic conditions, financial markets, the dynamics of the industry, etc. We 
have also examined the survival time of these firms, categorizing them based on their legal structure and geographic 
location. After constructing Kaplan-Meier survival curves, statistically distinct survival patterns emerged between 
different groups of firms (p < 0.0001). Limited Liability Companies (LLCs) make up a significant percentage of the 
data set and have an average survival time of 181 months compared to companies classified as Natural Person (NP), 
which have a much lower average survival period of 93 months. Authors in [36] estimate Albanian firms’ hazards of 
failure and density function using kernel smoothing methods for survival analysis, while [37], develop a guided kernel 
estimator based on a gamma kernel, and provides an application of this model to the Albanian firm survival. 

 
3.3. Decision Trees and Random Forests 

One of the problems encountered with decision trees is their predisposition to over fit the training data set, which 
leads to poorer performance on the test set compared to the training set. The reason this situation occurs is because the 
models learn very specific rules that may not be statistically significant. Figure 2 illustrates the receiver operating 
characteristic (ROC) curves for decision tree, for our data. 

For each of the models we used a 5-out-of-10-fold nested cross-validation was used for tuning, so the data sets were 
divided into 5 almost equal sub-samples randomly and each iteration used a test set of data from one of 5 groups. The 
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constructed models were trained on the remaining sets after a 10-fold cross-validation was used to fine-tune the model 
parameters. After obtaining the results the decision tree model gave an AUC of 0.65, with a sensitivity of 0.68 and specificity 
specificity of 0.73. with a 95% confidence interval for AUC, estimated through k-fold cross-validation on the training set, 
[0.73, 0.79].  

The Random Survival Forest (RSF), pruned to the survival data, was constructed with 1000 trees, each with an average 
terminal node size of 5 observations, where the average number of terminal nodes in all trees was approximately 27,822. 
The censoring data management model used in this model is the same as the main survival model. Trees were developed 
using ranked sampling without replacement, and the log-rank split rule.  

 

 
Fig. 2: Receiver Operating Curve (ROC) for the Decision Tree model 

 
Through this model, the importance that the factors taken in the study have on survival time has been studied, where 

among the predictor variables considered in the model, the most influential factor is “legal form”, with a significance point 
of 0.1201. Geographical location with a significance score of 0.0333 and a relative significance of 0.2774 compared to “legal 
form”, it also has a level of significance, albeit to a lesser extent. 

 

 
Fig. 3: Survival curves and OOB estimated from a Random Survival Forest model 

 
Figure 3 presents the survival curves estimated from a random survival forest model, stratified by levels of legal form, 

together with OOB. The out-of-bag (OOB) Brier score evaluates the predictive performance of the model, that is, it tells us 
how well the model’s predicted probabilities match the observed outcomes. A lower OOB Brier score, in our case less than 
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0.3, serves to help assess the reliability and accuracy of models in predicting survival probabilities over time. For RSF, 
the package randomForestSRC, [33] was used. 

 
3.4. Support Vector Machines 

To evaluate the survival Support Vector Machines (SSVM) models for our study, we fitted four models, the survival 
support vector regression models [34] and the ranking approach, as proposed by [38] (vanbelle), using linear and radial 
basis function (RBF) kernels. For this we have used the survivalsvm package in R. Five 10-fold nested cross validation 
was utilised for tuning: data sets were split into five nearly equal-sized subsamples at random, and one of the five groups 
was used as the test data set for each iteration. After fine-tuning the model parameters using a 10-fold cross validation, 
the models were trained on the remaining groups. The C-index was used to choose the top models. For these models, 
the 95% confidence interval for the AUC, which was calculated during training using the k-fold, is [0.83, 0.94]. As a 
result, that interval contains the AUC for the test set, and the k-fold sample mean and the test AUC do not differ 
significantly (p-value = 0.50 one sample t-test). We can also say that these models have a high degree of reliability. 

 
3.5. Models’ Comparison 

Table 1, summarize the results for each off the methods given above, together with the Cox PH model, which served 
as reference model. Among the models, the Support Vector Regression with Radial Basis Function model has the highest 
AUC of 0.93, followed by the Random Survival Forest model with an AUC of 0.81. Also, this model has the highest 
sensitivity of 0.91, indicating that it correctly identifies 91% of positive cases. 

 
Table 1. Performance of the models. 

Model AUC Sensitivity Specificity C-Index 
Decision Tree 0.65 0.68 0.73 0.595 
Random Forest 0.81 0.78 0.79 0.667 
SSVR linear 0.89 0.87 0.82 0.698 
SSVR RBF 0.93 0.91 0.91 0.720 
Vanbelle linear 0.86 0.79 0.82 0.686 
Vanbelle RBF 0.91 0.89 0.90 0.698 
Cox PH model   --   --   -- 0.722 

 
 
The SSVR linear model and Vanbelle RBF model have the highest specificity of 0.82 and 0.90, respectively, 

indicating that they correctly identify 82% and 90% of negative cases, respectively. Figure 4 present the performance 
estimates of the compared models, based on the C-index. 

 

 
Fig. 4: Prediction performance for the models. 
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From the comparative analysis of C-index values, which serves as a key metric for evaluating the predictive performance 
of survival analysis models, it is evident that both support vector regression with the radial basis function kernel; and the 
Cox Proportional Hazards (PH) model, which is used as a reference model, exhibits the highest predictive accuracy in ranking 
survival times, with a C-index of 0.72. Where a higher C-index value means better discriminating power in ranking the 
survival time. These models are better than other methods in terms of their ability to distinguish the survival durations of 
firms in Albania, followed by Support Vector Regression with a linear kernel. 

 
4. Conclusion 

This study investigates the survival time of firms in the Albanian economy, using a combined analysis of traditional 
statistical methods with advanced machine learning techniques, applied on 1560 firms created between July 1992 and 
December 2023. The main factors that affect the survival outcomes of these firms were identified, and the predictive 
efficiency of the studied models was evaluated through rigorous analysis and testing. Our results highlight statistically 
different survival patterns between different legal forms of enterprises, with a p-value <0.0001. In these results, limited 
liability companies (LLCs) demonstrate a significantly longer average survival time compared to firms with natural persons. 
Following legal structure, the geographic location of the firms also appears to have a moderate impact on their survival 
outcomes, with an importance score of 0.0333 and a relative importance of 0.2774. 

In conjunction with survival analysis models, the development of machine learning classifiers for survival methods, 
were carried out on these data, such as decision-tree, random survival forest, and survival Support Vector Machine. A 5-by-
10-fold nested cross-validation was employed for tuning, for each of the model. Decision tree model yielded an AUC of 
0.65, with a sensitivity of 0.68 and specificity of 0.73. Random Forest model yielded an AUC of 0.81, with a sensitivity of 
0.78 and specificity of 0.79. From the group of Support Vector Machines models for our study, we fitted four models, the 
survival support vector regression models and the ranking approach, using linear and radial basis function (RBF) kernels. 
The Support Vector Regression with Radial Basis Function model emerges as a standout performer, exhibiting superior 
predictive accuracy with an AUC of 0.93 and a C-index of 0.72, aligning closely with the Cox Proportional Hazards model. 

The study’s conclusions provide valuable new insights into the factors influencing business survival not only in the 
Albanian economy but also in other small and medium countries facing similar economic conditions. The sheer volume of 
observations and factors within the dataset may pose a challenge, potentially limiting the depth of analysis that can be 
achieved. Additionally, the study’s timeframe may not have captured long-term trends or macroeconomic shocks that could 
significantly impact a firm’s survival prospects. 
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