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Abstract - In this paper, we investigate the Bahadur representation of the empirical quantile estimator based on ψ weakly dependent 
sequences. We obtain the optimal rate under the assumption of exponential decay of the dependence coefficient. As an application, we 
establish a Berry-Esseen bound and deduce the asymptotic normality. Additionally, we conduct Monte Carlo simulations to evaluate the 
finite sample performance of the proposed estimators for a weakly dependent and non-mixing model. 
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1. Introduction 

The Bahadur representation proves valuable in establishing consistency and asymptotic normality for sample quantiles. 
Bahadur [1] initially established the asymptotic representation for sample quantiles using the empirical distribution function 
based on independent and identically distributed (i.i.d.) random variables. Kiefer [2] further provided exact rates in the 
Bahadur representation for i.i.d. sequences. Extensions of Bahadur-type representations, relaxing the independence 
assumption, have been explored by various authors. Notably, Sen [3] obtained results similar to Bahadur's for stationary 𝜙𝜙-
mixing processes, while Yoshihara [4] generalized Sen's findings for 𝜙𝜙-mixing and 𝛼𝛼-mixing sequences. Recent research on 
Bahadur representation for sample quantiles includes contributions from [5], [6], and [7] for mixing sequences, as well as 
[8] for negatively associated sequences. Additionally, extensions of Bahadur's representations under weak dependence have 
been investigated by [9], [10], [11], [12], and [7]. Regarding Berry–Esseen bounds of sample quantiles, references such as 
[13] [Theorem 2.3.3 C], [14], [15], [16], and related literature provide further insights. 

In this study, we establish the Bahadur representation for 𝜓𝜓-weakly dependent random variables under an exponential 
decay of the dependence coefficient and derive a corresponding Berry-Esseen bound. 

A sequence of random variables (𝑋𝑋𝑖𝑖)𝑖𝑖∈𝑍𝑍  is said to be ψ𝑤𝑤-dependent if for each integer  𝑢𝑢, 𝑣𝑣 ≥ 1 one has, for any 
sequences (𝑖𝑖1, … , 𝑖𝑖𝑢𝑢) and (𝑗𝑗1, … , 𝑗𝑗𝑣𝑣) such that 𝑖𝑖1 ≤ ⋯ ≤ 𝑖𝑖𝑢𝑢 ≤ 𝑗𝑗1 ≤ ⋯ ≤ 𝑗𝑗𝑣𝑣 and 𝑗𝑗1 − 𝑖𝑖𝑢𝑢 ≔ 𝑟𝑟, for any bounded Lipchitz 
functions 𝐺𝐺(⋅) 𝑎𝑎𝑎𝑎𝑎𝑎 𝐻𝐻(⋅), defined on ℝu and ℝ𝑣𝑣 respectively, 

 
�Cov �𝐺𝐺�𝑋𝑋𝑖𝑖1 , … ,𝑋𝑋𝑖𝑖𝑢𝑢�,𝐻𝐻�𝑋𝑋𝑗𝑗1 , … ,𝑋𝑋𝑗𝑗𝑣𝑣��� ≤ 𝜓𝜓𝜔𝜔(𝐺𝐺,𝐻𝐻,𝑢𝑢, 𝑣𝑣) 𝜃𝜃𝑟𝑟,  𝜔𝜔 ∈ {0,1}                                        (1) 

 
where 𝜓𝜓1(𝐺𝐺,𝐻𝐻,𝑢𝑢, 𝑣𝑣) = 𝑢𝑢Lip(𝐺𝐺) + 𝑣𝑣Lip(𝐻𝐻) and 𝜓𝜓2(𝐺𝐺,𝐻𝐻,𝑢𝑢, 𝑣𝑣) = 𝑢𝑢𝑢𝑢Lip(𝐺𝐺)Lip(𝐻𝐻) with Lip(𝐺𝐺) is the Lipchitz modulus of 
𝐺𝐺. As an example of models that satisfy this weak dependence condition, we point out that associated and Gaussian sequences 
are 𝜓𝜓2-weakly dependent, called also 𝜅𝜅 dependent. The Bernoulli shifts and bilinear processes are 𝜓𝜓1-weakly dependent, 
called also 𝜂𝜂 dependent. We refer the reader to [17] and [18] for more examples and details about these particular processes. 

Let (𝑋𝑋𝑛𝑛)𝑛𝑛≥1 has continuous distribution function 𝐹𝐹 and 𝑄𝑄  denote the associated density and quantile function, 
respectively. For 0 < 𝑝𝑝 < 1, denote by 𝑄𝑄(𝑝𝑝) the 𝑝𝑝 th quantile of 𝐹𝐹. Given a sample 𝑋𝑋1, … ,𝑋𝑋𝑛𝑛, define the empirical 
distribution function 
 
                                                                          𝐹𝐹𝑛𝑛(𝑥𝑥) = 1

𝑛𝑛
∑ 𝟙𝟙{𝑋𝑋𝑖𝑖≤𝑥𝑥},𝑛𝑛
𝑖𝑖=1  𝑥𝑥 ∈ 𝑅𝑅,                                                                     (2)                              
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where 𝟙𝟙𝐴𝐴 denotes the indicator function of a set 𝐴𝐴 and let 𝑄𝑄𝑛𝑛(𝑝𝑝) = inf{ 𝑥𝑥:𝐹𝐹𝑛𝑛(𝑥𝑥) ≥ 𝑝𝑝} the 𝑝𝑝 th sample quantile. 
 
2. Main Results 
 Throughout this paper (𝑍𝑍𝑛𝑛)𝑛𝑛≥1 is said to be 𝑂𝑂𝑎𝑎.𝑠𝑠.(𝑟𝑟𝑛𝑛) if  𝑍𝑍𝑛𝑛

𝑟𝑟𝑛𝑛
  is almost surely bounded, as 𝑛𝑛 → ∞. 

2.1. Assumptions 
 

(A1) 𝑓𝑓 possesses a bounded derivative 𝑓𝑓′ in a neighbourhood of 𝑄𝑄(𝑝𝑝) and 𝑓𝑓�𝑄𝑄(𝑝𝑝)� > 0. 
 

(A2) θ𝑤𝑤,𝑟𝑟 ≔ θ𝑟𝑟
1

𝑤𝑤+1 ≤ 𝐶𝐶 𝑒𝑒−𝑏𝑏𝑏𝑏, 𝐶𝐶 and 𝑏𝑏 are some positive constants.  
 

2.2. Bahadur Representation 
 

Theorem 2.1.  Under assumptions (A1) and (A2), we have 
                                

                                                                    |𝑄𝑄𝑛𝑛(𝑝𝑝) − 𝑄𝑄(𝑝𝑝)| = 𝑂𝑂𝑎𝑎.𝑠𝑠. �
log𝑛𝑛
𝑛𝑛
�
1/2

.                                                                     (3)                                                     
 

Theorem 2.2.  Under assumptions (A1) and (A2), we have 
                                

                                              𝑄𝑄𝑛𝑛(𝑝𝑝) − 𝑄𝑄(𝑝𝑝) = 𝑝𝑝−𝐹𝐹𝑛𝑛�𝑄𝑄(𝑝𝑝)�
𝑓𝑓�𝑄𝑄(𝑝𝑝)�

+ 𝑂𝑂𝑎𝑎.𝑠𝑠. �𝑛𝑛
−34 logγ(𝑛𝑛)� ,  γ > 5/4.                                             (4)                                                  

                                                                
 
2.3. Rates in the Central Limit Theorem 
  By using the result above, we can establish the rates in the uniformly asymptotic normality of the sample quantiles for ψ𝑤𝑤 
weakly dependent random variables. Denote 
 
                                               σ𝑝𝑝2 ≔ Var�𝟙𝟙{𝑋𝑋𝟙𝟙≤𝑄𝑄(𝑝𝑝)}� + 2∑ Cov �𝟙𝟙{𝑋𝑋𝟙𝟙≤𝑄𝑄(𝑝𝑝)}, 𝟙𝟙{𝑋𝑋𝑗𝑗≤𝑄𝑄(𝑝𝑝)}�∞

𝑗𝑗=2 .                                                 (5)   
 

Theorem 2.3.  Under assumptions (A1) and (A2), we have 
                                

                                                  sup
𝑡𝑡∈𝑅𝑅

�𝐏𝐏 �√𝑛𝑛�𝑄𝑄𝑛𝑛(𝑝𝑝)−𝑄𝑄(𝑝𝑝)�
𝑎𝑎𝑝𝑝

≤ 𝑡𝑡� − Φ(𝑡𝑡)� = 𝑂𝑂𝑎𝑎.𝑠𝑠. �𝑛𝑛
−13�,                                                           (6) 

 
 where  𝑎𝑎𝑝𝑝 ≔ σ𝑝𝑝/𝑓𝑓�𝑄𝑄(𝑝𝑝)� and Φ is the distribution function of a standard normal variable. 
 
 Under the conditions of Theorem 2.3, we have a.s. as 𝑛𝑛 → ∞, 

√𝑛𝑛�𝑄𝑄𝑛𝑛(𝑝𝑝) − 𝑄𝑄(𝑝𝑝)�
𝑎𝑎𝑝𝑝

 
D
→𝒩𝒩(0,1) 

where 
D
→ stand for the convergence in distribution. 

            
3. Simulations 

In this section, a simulation will be conducted to examine the numerical effectiveness of the empirical estimators in 
approximating the quantile function. The computing program codes are implemented using the programming language R. 
We investigate the asymptotic normality for this estimator in the case of a weakly dependent and non-mixing model. We 
simulate the following process 
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                                                                   𝑋𝑋𝑡𝑡 = 1
2

(𝑋𝑋𝑡𝑡−1 + 𝜖𝜖𝑡𝑡),  𝑡𝑡 = 1, … ,𝑛𝑛,                                                                  (7) 
   
with Bernoulli innovations 𝐏𝐏(ϵ𝑡𝑡 = 0) = 𝐏𝐏(ϵ𝑡𝑡 = 1) = 1

2
 and 𝑋𝑋0 is distributed uniformly on the interval [0,1] and is 

independent of the sequence (ϵ𝑡𝑡)𝑡𝑡≥1. For each 𝑡𝑡 ≥ 1, 𝑋𝑋𝑖𝑖 presented in Figure 1, can be expressed in the following form: 
  

                                                                   𝑋𝑋𝑡𝑡 = ∑ 2−(𝑘𝑘+1)
𝑘𝑘≥0 ϵ𝑡𝑡−𝑘𝑘.                                                                                  (8) 

 
This model is ψ1-weakly dependent, with θ𝑟𝑟 ≤ 𝐶𝐶 exp(−𝑎𝑎𝑎𝑎), 𝑎𝑎 and 𝐶𝐶 > 0, but it satisfies no mixing conditions. We 

compute 𝑆𝑆𝑛𝑛,1(𝑝𝑝) = |𝑄𝑄𝑛𝑛(𝑝𝑝) − 𝑄𝑄(𝑝𝑝)|. We calculate the values of 𝑆𝑆𝑛𝑛,1 for 1000 times by taking 𝑛𝑛 = 600,4000, with 𝑝𝑝 =
0.1, … ,0.9. We depict the Q-Q plots of √𝑛𝑛𝑆𝑆𝑛𝑛,1(𝑝𝑝) versus the quantiles of standard normal distribution for 𝑝𝑝 = 0.1, … ,0.9. 
According to Theorem 2.3, the distributions of √𝑛𝑛𝑆𝑆𝑛𝑛,1(𝑝𝑝) should be asymptotically normal. Figures 2 and 3 represent the  
Q-Q plots with 𝑛𝑛 = 600,4000 respectively. The Q-Q plots show good fits of the √𝑛𝑛𝑆𝑆𝑛𝑛,1(𝑝𝑝) to normal distribution for all 
values of 𝑝𝑝. The simulation results are consistent with the theoretical results obtained in this paper. In addition, we investigate 
the behavior of the absolute mean bias, standard deviation and the p-value of the Shapiro-Wilk and Jarque-Bera normality 
tests. We conducted 1000 replications with varying values of 𝑛𝑛 = 200, 400, 600, 800. The results are presented in Table 1. 
Simple inspection of the results reported in Table 1 allows us to deduce that, for different values of 𝑝𝑝, large sample sizes 𝑛𝑛 
result in smaller absolute mean bias, standard deviation and better closeness to the normality. 
 

 
Fig. 1: Plot of Bernoulli shift for 𝑛𝑛 = 200. 
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Fig. 2: Normal Q-Q plot of 𝑆𝑆𝑛𝑛,1 with different values of p for 𝑛𝑛 = 600. 

 

 
Fig. 3: Normal Q-Q plot of 𝑆𝑆𝑛𝑛,1 with different values of p for 𝑛𝑛 = 4000. 
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Table 1: Results for the absolute means bias, standard deviation, and the p-values of Jarque-Bera and Shapiro- 
Wilk normality tests of 𝑆𝑆𝑛𝑛,1 for 𝑛𝑛 = 200, 400, 600, 800. 
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4. Conclusion 
This work examines the Bahadur representation of the empirical estimator for the quantile function based on ψ𝑤𝑤 

weakly dependent sequences. Under the exponential decay of the dependence coefficient, the rates at which approximation 
occurs are optimal. Additionally, we derive a Berry-Esseen bound with a rate 𝑂𝑂 �𝑛𝑛−

1
3� and employ Monte Carlo simulations 

to evaluate the asymptotic normality of the estimator proposed in this study. 
Multiple avenues exist for further developing our method. The first is to investigate the behavior of the smooth quantile 

estimators.  The second is to establish the asymptotic properties of the conditional quantile, or what is known as the expected 
shortfall, under weak dependence. 
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