A Comparison of the Variable Sampling Interval (VSI) and Variable Sample Size (VSS) Coefficient of Variation Charts
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Abstract – An efficient way to perform quality monitoring is important for a lot of industries, particularly in the manufacturing industry. Control charts are one of the important tools to monitor quality. Recently, control charts monitoring the coefficient of variation (CV) are proposed to monitor processes which do not have a constant mean and a standard deviation which changes with the mean. These processes cannot be monitored by standard control charts which monitor the mean and/or standard deviation. The Variable Sampling Interval (VSI) and Variable Sample Size (VSS) CV charts are two recent charts proposed to improve the detection ability of CV charts. This paper compares the performance between these two charts in terms of the Average Time to Signal (ATS). The comparison shows that the VSS CV chart shows better performance when either a small sample size is taken or when a small shift in the CV needs to be detected. Alternatively, the VSI CV chart outperforms the VSS CV chart. This paper will enable practitioners to know the conditions where the VSS CV chart outperforms the VSI CV chart, and vice versa. Hence, practitioners will be able to decide whether it is better to monitor their processes with a VSI or VSS scheme.
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1. Introduction

Control charts are useful tools which can be efficiently utilized for process monitoring, especially for manufacturing processes. However, most control charts are designed to monitor changes in the mean and/or standard deviation of the process, which assumes that changes in the mean and/or standard deviation shows that the process is out-of-control. However, there are many in-control processes where the mean is expected to fluctuate and the standard deviation changes with the mean. This frequently happens when we are monitoring some process output which typically changes from time to time. For example, the amount of a certain chemical in a patient’s blood varies from patient to patient. Another example where the mean changes is when the contaminants released day to day in the atmosphere by industrial plants are monitored, since the amount of processing can change based on a daily schedule. In such processes, the use of the traditional $\bar{X}$ and S or R charts is dubious. However, if the process standard deviation is a linear function of the process mean, the sample coefficient of variation (CV) can be used to keep track of the process variability and to detect shifts in the process mean or standard deviation due to assignable causes.

The CV is widely used in many different fields. In the field of manufacturing and materials engineering, some quality characteristics related to the physical properties of metal alloys or composite materials often have a standard deviation which is proportional to the population mean. These properties are usually related to the way atoms of a metal diffuse into another.
Tool cutting life and several properties of sintered materials are typical examples from this setting [1]. It is also adopted in clinical and diagnostic areas, where the CV is often used as a measurement to determine the amount of certain chemicals in a patient’s urine and blood to diagnose the presence of a disease [2 – 4]. In oncology, the CV is used to evaluate the repeatability in bi-dimensional computed tomography measurements [5]. In physiological science, the CV can be applied to assess the homogeneity of bone sample [6]. Monitoring the CV is also important in chemical and biological assay quality control to validate results [7-8]. In investments, the CV is used to measure the volatility in comparison to the expected return. A lower CV indicates a higher expected return with less risk [9]. The CV is also used to measure the stability of dividend yields of the Hang Seng index [10].

The first control chart to monitor the CV was proposed by [11]. However, the chart only considers the current sample and is not efficient in detecting small shifts in the CV. This results in different charts being proposed to improve the efficiency in process monitoring through the CV. For example, [1, 12-13] proposed the Exponentially Weighted Moving Average (EWMA) chart, [14] proposed the synthetic chart, [15] proposed the run rules chart, [16] proposed the side sensitive group runs (SSGR) chart and [17] proposed the run sum chart. These charts result in an improvement compared to the chart proposed by [11].

The CV charts proposed in the preceding paragraph are based on fixed chart parameters, i.e. a fixed sample size is taken according to a fixed sampling interval, and the charting statistics are compared against fixed control limits. However, it was found that adopting adaptive strategies, i.e. where the chart parameters are varied according to the information obtained from the previous sample, brings about a significant improvement on the performance of a control chart. Hence, this paper would like to compare the performance of two adaptive CV charts in the literature, i.e. the Variable Sampling Interval (VSI) and the Variable Sample Size (VSS) CV charts. The performance of these charts are compared in terms of the Average Time to Signal (ATS), which evaluate the average time required until an out-of-control signal is produced. There are two types of ATS, the in-control ATS (ATS₀) and the out-of-control ATS (ATS₁). The ATS₀ evaluates the false alarm rate, where a smaller ATS₀ shows more frequent false alarms, while the ATS₁ evaluates the average time the chart takes to identify an out-of-control condition, where a smaller ATS₁ shows that the chart is better in detecting abnormalities in the process. When the performances of these charts are compared, the charts are optimized to have the best ATS₁ performance, subject to constraints in the ATS₀.

Through the comparison in this paper, practitioners will be able to know whether the VSI or VSS charts perform better, thereby facilitating practitioners to identify the appropriate chart to adopt for process monitoring. The paper is organized as follows. The next section reviews the VSI and VSS CV charts. This is followed by Section 3 which compares the performance of these charts. Lastly, concluding remarks are given in Section 4.

2. Variable Sampling Interval (VSI) and Variable Sample Size (VSS) Coefficient of Variation (CV) Charts

This section gives a review of the VSI and VSS CV charts. This includes a review on how the charts operate, the formulae to compute the performance measures, and the algorithm to obtain the optimal chart parameters.

2.1. Variable Sampling Interval (VSI) Coefficient of Variation (CV) Chart

The VSI CV chart was proposed by [18]. The VSI CV chart operates by varying the sampling interval (h) according to whether the most recent sample CV (h) falls in the central or warning region. When h falls in the central region, it is unlikely that the process is out-of-control, hence less stringent monitoring is conducted, where a long sampling interval (h_L) is adopted. Conversely, when h falls in the warning region, there are some evidence that the process is going out-of-control, hence more stringent monitoring is conducted, where a short sampling interval (h_S) is adopted. Note that h_L shows more frequent sampling, while h_L shows less frequent sampling. Figure 1 shows the operation of the chart.
The **UCL** and **UWL** are the control and warning limits, respectively. The control and warning limits can be calculated as follows:

\[
UCL = \mu_0(\hat{\gamma}) + K\sigma_0(\hat{\gamma}),
\]

\[
UWL = \mu_0(\hat{\gamma}) + W\sigma_0(\hat{\gamma}),
\]

where \( K > W > 0 \), and \( \mu_0(\hat{\gamma}) \) and \( \sigma_0(\hat{\gamma}) \) are the mean and the standard deviation of the sample CV when the process is in-control. Note that \( K \) is the control limit coefficient and \( W \) is the warning limit coefficient. \( \mu_0(\hat{\gamma}) \) and \( \sigma_0(\hat{\gamma}) \) are approximated by [19] as follows:

\[
\mu_0(\hat{\gamma}) \approx \gamma_0 \left[ 1 + \frac{1}{n} \left( \gamma_0^2 - \frac{1}{4} \right) + \frac{1}{n^2} \left( 3\gamma_0^4 - \gamma_0^2 - \frac{7}{32} \right) + \frac{1}{n^3} \left( 15\gamma_0^6 - \frac{3\gamma_0^4}{4} - \frac{7\gamma_0^2}{32} - \frac{19}{128} \right) \right].
\]

\[
\sigma_0(\hat{\gamma}) \approx \gamma_0 \left[ \frac{1}{n} \left( \gamma_0^2 + \frac{1}{2} \right) + \frac{1}{n^2} \left( 8\gamma_0^4 + \gamma_0^2 + \frac{3}{8} \right) + \frac{1}{n^3} \left( 69\gamma_0^6 + \frac{7\gamma_0^4}{2} + \frac{3\gamma_0^2}{4} + \frac{3}{16} \right) \right]^{1/2}.
\]

The ATS of the VSI CV chart can be evaluated from the following formula [18]:

\[
ATS = \frac{h_s p_s + h_l p_L}{q(1-q)},
\]

where \( p_L = F_{\hat{\gamma}}(UWL|n,\gamma) - F_{\hat{\gamma}}(LWL|n,\gamma) \) (with \( n \) and \( \gamma \) being the sample size and CV, respectively) is the probability of the sample falling in the central region, \( p_s = F_{\hat{\gamma}}(UCL|n,\gamma) - F_{\hat{\gamma}}(LCL|n,\gamma) - p_L \) is the probability of the sample falling in the warning region and \( q = 1 - p_s - p_L \) is the probability of the sample falling in the out-of-control region. Note that \( F_{\hat{\gamma}}(.\)\) is the c.d.f. of \( \hat{\gamma} \) given by \( F_{\hat{\gamma}}(x|n,\gamma) = 1 - F_{\hat{\gamma}} \left( \frac{\sqrt{n}}{x} \right) n-1, \frac{\sqrt{n}}{\gamma} \), where \( F_{\hat{\gamma}}(\cdot) \) is the c.d.f. of the non-central \( t \) distribution with \( n-1 \) degrees of freedom and non-centrality parameter \( \frac{\sqrt{n}}{\gamma} \).
The ATS₀ and ATS₁ are obtained by setting $\gamma = \gamma₀$ and $\gamma = \gamma₁$, respectively, into Eq. (5), where $\gamma₀$ and $\gamma₁$ are the in-control and out-of-control CV, respectively. $\gamma₁$ is given by $\gamma₁ = \tau \gamma₀$, where $\tau$ is the magnitude of the shift in the in-control CV.

Five chart parameters need to be determined in order to implement the VSI CV chart, i.e. the sample size $(n)$, the long sampling interval $(h₅)$, the short sampling interval $(h₃)$, the warning limit coefficient $(W)$ and the control limit coefficient $(K)$. $n$ is fixed by the practitioner depending on the availability of resources, while possible combinations of $(h₅, h₃)$ were provided by [18]. The value of $K$ is set to obtain a fixed value of ATS₀, while $W$ is set to obtain a fixed value of the in-control Average Sampling Interval (ASI₀), where

$$ASI = \frac{h₅pₛ + h₃pₖ}{1 - q}.$$  

### 2.2. Variable Sample Size (VSS) Coefficient of Variation (CV) Chart

The VSS CV chart was proposed by [20] and [21]. [20] monitored a transformed function of the CV, while [21] monitored the CV directly. The VSS CV chart by [21] is adopted in this paper. Like the VSI CV chart, more stringent control is adopted when there are signs that the process is going out-of-control. However, unlike the VSI CV chart, the VSS CV chart takes a larger sample size ($nₗ$) when $\hat{y}$ falls in the warning region, while a smaller sample size ($nₛ$) is taken when $\hat{y}$ falls in the central region.

From Eqs. (1) and (2), it can be observed that $UCL$ and $UWL$ are functions of the sample size $(n)$ through the functions $µ₀(\hat{y})$ and $σ₀(\hat{y})$. Hence, when different sample sizes are adopted, the $UCL$ and $UWL$ will be different. Thus, the VSS CV chart will have two pairs of warning and control limits. The first pair ($UCLₛ, UWLₛ$) is adopted when the current sample is $nₛ$, while the second pair ($UCLₗ, UWLₗ$) is adopted when the current sample is $nₗ$. The following shows the formulae to compute $UCLₛ, UCLₗ, UWLₛ$ and $UWLₗ$.

$$UCLₛ = µ₀(\hat{y}) + Kₛσ₀(\hat{y}),$$  

$$UCLₗ = µ₀(\hat{y}) + Kₗσ₀(\hat{y}),$$  

$$UWLₛ = µ₀(\hat{y}) + Wₛσ₀(\hat{y}),$$  

$$UWLₗ = µ₀(\hat{y}) + Wₗσ₀(\hat{y}),$$

where $Wₛ$ and $Wₗ$ are the warning limit coefficients when the current sample is small and large, respectively, while $Kₛ$ and $Kₗ$ are the corresponding control limit coefficients.

To evaluate the ATS of the VSS CV chart, a Markov chain approach is adopted. By defining the first and second states as the central and warning regions, respectively, while the third state is defined as the out-of-control region, [21] has shown that the transition probability matrix (tpm) $P$ has the following structure:

$$P = \begin{bmatrix} Q & r \\ 0^T & 1 \end{bmatrix} = \begin{pmatrix} pₛ(nₛ) & pₗ(nₛ) & 1 - pₛ(nₛ) - pₗ(nₛ) \\ pₛ(nₗ) & pₗ(nₗ) & 1 - pₛ(nₗ) - pₗ(nₗ) \\ 0 & 0 & 1 \end{pmatrix},$$

with $pₛ(nₛ), pₗ(nₛ), pₗ(nₗ)$ and $pₗ(nₗ)$ being computed as follows:

$$pₛ(nₛ) = F_\hat{y}(UWLₛ | nₛ, \gamma) - F_\hat{y}(LWLₛ | nₛ, \gamma).$$
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\begin{align}
    p_S(n_L) & = F_{\hat{\gamma}}(UWL_L|n_L, \gamma) - F_{\hat{\gamma}}(LWL_L|n_L, \gamma), \\
    p_L(n_S) & = F_{\hat{\gamma}}(LWL_S|n_S, \gamma) - F_{\hat{\gamma}}(LCL_S|n_S, \gamma) + F_{\hat{\gamma}}(UCL_S|n_S, \gamma) - F_{\hat{\gamma}}(UWL_S|n_S, \gamma), \\
    p_L(n_L) & = F_{\hat{\gamma}}(LWL_L|n_L, \gamma) - F_{\hat{\gamma}}(LCL_L|n_L, \gamma) + F_{\hat{\gamma}}(UCL_L|n_L, \gamma) - F_{\hat{\gamma}}(UWL_L|n_L, \gamma),
\end{align}

where \( F_{\hat{\gamma}}(\cdot) \) is the c.d.f. of \( \hat{\gamma} \) as defined in Section 2.1. From [21], the ATS can be computed as

\[
ATS = q^T (I - Q)^{-1} 1,
\]

where \( q = (0, 1)^T \) and \( 1 = (1, 1)^T \). Similar with the VSI CV chart, the ATS_0 and ATS_1 are obtained by setting \( \gamma = \gamma_0 \) and \( \gamma = \gamma_1 \), respectively, into Eq. (15).

Seven chart parameters need to be determined in order to implement the VSS CV chart, i.e. the sampling interval \( h \), large sample size \( n_L \), small sample size \( n_S \), warning limit coefficients \( W_S \) and \( W_L \) and control limit coefficients \( K_S \) and \( K_L \). \( h \) is fixed by the practitioner depending on the availability of resources. To optimize the performance of the VSS CV chart, the combinations \( (n_S, n_L, W_S, W_L, K_S, K_L) \) which minimizes ATS_1, subject to constraints in ATS_0 and the in-control Average Sample Size (ASS_0), will be obtained. From [21], the ASS can be computed as

\[
ASS = (n_S \quad n_L \quad n_L) R^{-1} \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix},
\]

where \( R = \begin{pmatrix} p_S(n_S) - 1 & p_S(n_L) & 0 \\ 1 & 1 & 1 \\ 1 - p_S(n_S) - p_L(n_S) & 1 - p_S(n_L) - p_L(n_L) & -1 \end{pmatrix} \).

3. Performance Comparison

In this section, we compare the ATS_1 performance between the VSI and VSS CV charts. Note that the smaller the ATS_1, the faster the chart can detect an out-of-control condition. To ensure a fair comparison between the charts, both charts need to be designed to satisfy the constraints ATS_0 = 370.4, ASI_0 = h = 1 and ASS_0 = n, where this paper considers \( n \in \{5, 7, 10, 15\} \) to study the impact of different sample sizes on the performance of the charts. Furthermore, this paper also considers different values of shift sizes, where \( \tau \in \{1.10, 1.20, 1.50, 2.00\} \). Note that \( \tau \) shows the magnitude of shift in the CV we are interested to detect, where small values of \( \tau \) shows that we are interested in detecting a small shift in the CV, while large values of \( \tau \) shows that we are interested in detecting a large shift. The in-control CV, \( \gamma_0 \), is set as 0.05. Table 1 shows the ATS_1 performances of the charts.
Table 1: ATS₁ of the VSI and VSS CV charts, for \( n \in \{5,7,10,15\} \), \( \tau \in \{1.10,1.20,1.50,2.00\} \) and \( \gamma_0 = 0.05 \).

<table>
<thead>
<tr>
<th>( \tau )</th>
<th>( n = 5 )</th>
<th>( n = 7 )</th>
<th>( n = 10 )</th>
<th>( n = 15 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VSI CV</td>
<td>VSS CV</td>
<td>VSI CV</td>
<td>VSS CV</td>
</tr>
<tr>
<td>1.10</td>
<td>103.10</td>
<td>98.80</td>
<td>73.50</td>
<td>62.80</td>
</tr>
<tr>
<td>1.20</td>
<td>38.90</td>
<td>27.20</td>
<td>21.70</td>
<td>16.20</td>
</tr>
<tr>
<td>1.50</td>
<td>6.10</td>
<td>5.20</td>
<td>2.40</td>
<td>1.50</td>
</tr>
<tr>
<td>2.00</td>
<td>1.50</td>
<td>2.30</td>
<td>0.60</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>VSI CV</td>
<td>VSS CV</td>
<td>VSI CV</td>
<td>VSS CV</td>
</tr>
<tr>
<td>1.10</td>
<td>87.60</td>
<td>84.50</td>
<td>73.50</td>
<td>62.80</td>
</tr>
<tr>
<td>1.20</td>
<td>29.60</td>
<td>20.70</td>
<td>21.70</td>
<td>16.20</td>
</tr>
<tr>
<td>1.50</td>
<td>4.00</td>
<td>4.00</td>
<td>2.40</td>
<td>1.50</td>
</tr>
<tr>
<td>2.00</td>
<td>1.00</td>
<td>1.80</td>
<td>0.60</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>VSI CV</td>
<td>VSS CV</td>
<td>VSI CV</td>
<td>VSS CV</td>
</tr>
<tr>
<td>1.10</td>
<td>87.60</td>
<td>84.50</td>
<td>73.50</td>
<td>62.80</td>
</tr>
<tr>
<td>1.20</td>
<td>29.60</td>
<td>20.70</td>
<td>21.70</td>
<td>16.20</td>
</tr>
<tr>
<td>1.50</td>
<td>4.00</td>
<td>4.00</td>
<td>2.40</td>
<td>1.50</td>
</tr>
<tr>
<td>2.00</td>
<td>1.00</td>
<td>1.80</td>
<td>0.60</td>
<td>0.40</td>
</tr>
</tbody>
</table>

From Table 1, the VSS CV chart outperforms the VSI CV chart for the following values of \( \tau \) and \( n \): \( \tau \in \{1.10,1.20,1.50\} \) when \( n = 5 \), \( \tau \in \{1.10,1.20\} \) when \( n \in \{7,10\} \) and \( \tau = 1.20 \) when \( n = 15 \). However, the outperformance of the VSS CV chart reduces as the sample size becomes larger. For \( \tau = 1.50 \) and \( n = 7 \), the VSS and VSI CV charts show the same performance. Meanwhile, for \( \tau = 2.00 \) when \( n \in \{5,7\} \), \( \tau \in \{1.50,2.00\} \) when \( n \in \{10,15\} \) and \( \tau = 1.10 \) when \( n = 15 \), the VSI CV chart is superior.

Hence, the comparison shows that the VSS CV chart generally outperforms the VSI CV chart for small sample sizes and/or small shift sizes. As the sample size increases, there are fewer advantages of using the VSS CV chart compared to the VSI CV chart. Furthermore, a larger shift size also shows fewer advantages of using the VSS CV chart. Thus, generally, practitioners are recommended to adopt the VSS CV chart when either: (i) there are constraints in resources such that only a small sample size can be taken or (ii) small shifts in the CV needs to be detected.

4. Conclusion

This paper compares the performance of the Variable Sampling Interval (VSI) and Variable Sample Size (VSS) Coefficient of Variation (CV) charts. The VSI CV chart varies the sampling interval by taking more frequent samples when there are signs that the process is out-of-control, while the VSS CV chart varies the sample size by taking a larger sample when there are signs that the process is out-of-control. Comparisons show that the VSS CV chart outperforms the VSI CV chart when either the sample size or the shift size is small. Meanwhile, when either the sample size or shift size is large, the VSI CV chart outperforms the VSS CV chart. Hence, the adoption of the VSS scheme is recommended to monitor changes in the CV when either constraints in the resources results in having to take a small sample or when small changes in the CV
need to be detected. Alternatively, if either a large sample can be taken or when only a large change in the CV needs to be detected, the VSI scheme is a better option.
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