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Abstract - Low liquid loading flow occurs very commonly in the transport of any kind of wet gas, where the changing pressure and 

temperature conditions along the pipeline cause the condensation of hydrocarbon gases and water.  The presence of even a small 

amount of liquid load in the fluid has significant effects on the flow conditions, such as an important increase in the pressure drop and 

the formation of annular or stratified flow patterns. It can cause important flow assurance issues as well, such as pipe corrosion or 

unexpected wall stress on the pipeline. This makes the modelling and analysis of these types of flow particularly important to the Oil & 

Gas industry, in order to improve the design and operation of gas pipelines and downstream facilities. Because of that, this study 

focused on modelling this type of flow and analysing the effects of moderate or high pressures on the flow conditions, in medium 

diameter (6-in) pipes, using CFD simulation. A polyhedral mesh was used, and is fineness was determined with a mesh independence 

test. The physics models were tested against experimental data obtained at the University of Tulsa, focusing mainly on the turbulence 

and interface models. The selected turbulence model was the k – 𝜔 model, and the analysis on the interface models is still ongoing. The 

Interface Momentum Dispersion model, however, has promising results, though it requires a high computational cost. An inverse 

relation between the pressure and the liquid holdup was still able to be determined, since the higher gas density and viscosity cause a 

higher drag force on the liquid face, which reduces its holdup. 
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1. Introduction 
Low liquid loading flow occurs very commonly in many industries, such as the Chemical, Nuclear, and Oil & Gas 

Industries[1], [2], where it is usually referred to as wet gas. The exact definition of a wet gas flow is still a matter of debate. 

Meng [1] defines it as any two-phase flow in which the liquid volumetric flow rate is less than 1100 m
3 
per MMsm

3
 of gas 

volumetric flow rate. In the Oil & Gas Industry, it is common to call wet gas any flow with a gas volume fraction greater 

than 90%[3], [4]. However, since gas is a compressible fluid, it is important to account for the densities of the fluid phases, 

as well as the flow rate. Therefore, it has become common practice to define the wetness of a gas using the Lockhart – 

Martinelli parameter. As for the limit value for this parameter, the Norwegian Society for Oil and Gas Measurement 

(NFOGM), the American Petroleum Institute (API) and the American Society of Mechanical Engineering (ASME) all state 

that a wet gas flow is any two-phase flow that has a value of less than, or equal to, 0.3 [3], [5].  

In the Oil & Gas Industry, wet gas tends to be a particularly common occurrence in the transport of natural gas from 

deep wells, where the changing conditions along the pipeline causes condensation of hydrocarbon gases and/or water 

vapour [6], [7]. Even if the natural gas enters the pipeline as a single-phase flow, as it ascends to downstream facilities, the 

decrease in pressure will cause it to turn into a two-phase flow, or even a multiphase one, if both hydrocarbons and water 

condensate.  

Any amount of liquid can have important effects on the pipeline flow conditions and assurance, such as an increase in 

the pressure loss along the pipeline [8].  A trace amount of condensate of as little of 0.5% volume fraction in the gas flow 

may cause an increment of as much as 30% in the pressure gradient along the pipeline. Liquid holdup along the pipes must 

also be taken into account when determining pigging frequency and designing any downstream facility. It is important as 
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well when analysing wax deposition and hydrate formation in the pipelines [1].  Wall stresses, which are significantly 

larger with the presence of a liquid phase, may have an effect on the selection of pipe material during pipeline design and 

affect corrosion [7]. Finally, the presence of liquid can cause errors of as much as 60% in the measurement of gas flow 

rate, which can cause serious issues in flow assurance. In order to correct the measuring equipment, not only is the liquid 

holdup needed, but also the flow pattern of the two-phase flow [3]. All of this makes the modelling and analysis of low 

liquid loading, or wet gas, flow very important for the industry. 

The analysis of wet gas flows can be done through mostly two different types of studies: experimental and 

computational. However, despite the importance of low liquid loading flow study, there is only a limited amount of studies 

focused on this topic. Experimental studies so far have used only small-diameter horizontal pipes, medium pressures and 

mostly water-air mixtures[6], [8], [9]. Only Duc [10] and Dong [11] have performed studies on oil-air mixtures in medium-

diameter pipes (6 in). Computational studies are even more limited. They have focused mostly in low-pressure stratified, 

smooth or wavy, flows of water-air mixtures, and the models have not shown to predict properly flow conditions at low 

liquid holdups [7], [12].  

 

2. Materials and Methods 
Because of the reasons mentioned earlier, this study will focus on the computational analysis of the effect of pressure 

on the flow conditions of two-phase flows (gas and condensate) in a 0.15-m pipe, using STAR-CCM+ for Computational 

Fluid Dynamic (CFD) analysis. CFD simulations were chosen in order to avoid high experimental costs and to be able to 

simulate conditions beyond the reach of physical experimental facilities. First, a mesh independence test was performed, to 

ensure the spatial discretization and the meshing method did not affect the value flow conditions predicted by the 

simulations, using the data obtained  Karami [7], on a 4.57 m pipe with a water - air mixture, as a point of reference. Then, 

different turbulence models were evaluated, to observe their effect on the liquid holdup predicted and on the computational 

time required.  Finally,  the physical models were compared with experimental results obtained by Duc [10], who used a 

larger experimental facility, with a pipe length of over 12.19 m, with an Isopar L oil – nitrogen mixture. Three different 

operating pressures were used, to compare the effect it caused on the experimental and computational results. Based on this 

results, an analysis on the interface model was also performed. 

 

2.1. Mesh and Boundary Conditions 
Two different meshes were evaluated in order to simulate the low-liquid-level flow: orthogonal and polyhedral. The 

orthogonal grid is based on a rectangular pattern at the core of the pipe, and a finer cylindrical meshing around it. This 

allows refining the grid near the pipe wall, while maintaining a coarser mesh at the core, and prevents a singularity at the 

centre of the pipe [13], as it can be seen Fig. 1 (a). The other type is a polyhedral mesh, which has more uniform cells 

along the pipe line but requires a finer mesh, as it can be also seen in Fig. 1 (b). An independence test was done for both of 

these mesh types. In case of the polyhedral mesh, the cell base size was simply altered to obtain different cell numbers. For 

the orthogonal mesh, both the axial and the radial divisions were changed, so the effect of each of them could be analysed.  

 

  
(a)    (b) 

Fig. 1: Different types of meshes used: (a) orthogonal (b) polyhedral. 

 

This analysis, as well as the turbulence and interface model tests, were performed using the geometry used by Karami 

[14], which was a 0.15-m pipe, with a length of 4.57 m. The superficial velocity of the gas was set to 10 m/s, and the liquid 
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velocity, to 0.02 m/s. The operating pressure was set to 0.06 MPa, and the system was simulated for 18 s. As for the 

experimental comparison, the geometry was based on Duc’s [10] study, which used a 0.15-m pipe as well, but with a larger 

length, of which 12.2 m was simulated. The gas and liquid velocities were set to the same values as for the previous 

simulations. Three different operating pressures were simulated: 1.48, 2.17 and 2.86 MPa. The liquid holdup was selected 

as comparison criterion for all tests. Its selection was based on the fact that it is a particularly important parameter in flow 

assurance and that due to its low order of magnitude, numerical and mathematical model errors would have a more 

immediately evident effect on its value. 

 

2.2. Experimental Facility 
The experimental data used for the model validation was collected at the University of Tulsa, in TUFFP 0.15-m ID 

high-pressure two-phase flow facility, by Duc [10]. This facility is capable of conducting single-phase gas and two-phase 

gas-oil experiments, at system pressures of up to psig and inclinations of -3° to 3°. The oil pumping system uses Isopar L 

mineral oil, which it can deliver at a flow rate of as much as 3.9 m
3
/h, using a Moyno Progressing Cavity pump. The gas 

compressing system delivers nitrogen at 21 250 m
3
/h, using a BMC-343 EF compressor. Flow rates are measured using 

two Micro Motion Coriolis mass flow meters: the CMF 100, which is for low flow rates, and the CMF 300, which is for 

high flow rates. 

 

 
Fig. 2: Diagram of the TUFFP 0.15-m ID high-pressure two-phase flow facility at the University of Tulsa. Taken from Duc [10]. 

 

The test pipe section has a total length of 523 ft (159.4 m) and is divided in two straight sections. The longest straight 

section has a length of 279 ft (85 m), and it can be inclined up to 3° upward from right to the left in the diagram shown in 

Fig. 2. The flow measurement instruments are installed in the middle of the fully developed section. For analysing flow 

and operating conditions, the facility is equipped with: temperature transmitters, pressure transmitters, differential pressure 

transducers, quick closing valves, a wired-mesh sensor, iso-kinetic probes and a Canty visualization system. Both the wired 

mesh sensor and the Canty visualization system are used to determine the liquid hold-up and to analyse the flow pattern. 

The wired mesh can provide an idea of the distribution of the liquid phase across the pipe cross-sectional area [15], while 

the Canty visualization system provides a better measurement of the liquid hold-up at low liquid loading conditions [10]. 

The iso-kinetic sampling system, on the other side, was used to measure the amount of the liquid phase that was entrained 

in the gas flow.   

 

2.3. Fluid Properties 
The fluids simulated for each different test depended on whose experimental data was used for comparison, whether 

Karami [7]  or Duc [10]. For all cases, the temperature used was the average temperature of Tulsa, which is around 18°C 

[16]. For the mesh independence and the turbulence model selection tests, the experimental data from Karami was selected, 

who used an air – water mixture. Since the gauge pressure inside the pipe section did not surpass the 0.06 MPa, standard 

pressure conditions were assumed when calculating the fluid properties. In order to ease the computational cost, all 

properties were assumed constant for each simulation. The property values are shown in Table 1.  
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Table 1: Fluid properties used for the different simulations. 

 

 
Air Water Nitrogen Isopar L 

Viscosity (𝐏𝐚 ∙ 𝐬) 1.86 × 10−5 8.89 × 10−4 1.78 × 10−5 
a 0.0013 

Density (𝐤𝐠/𝐦𝟑) 2.05 997.56 16.02 
a
 760 

Surface tension (𝐍/𝐦) 0.074 0.024 
a
 The values shown for Nitrogen properties are an average of the values used in the different simulations for the experimental 

validation. 

 

As it was mentioned before, the fluids used by Duc [10] were Isopar L oil and nitrogen. The properties of each fluid 

were calculated for each of the operating pressures simulated. Since Duc determined that the pressure and the temperature 

varied no more than 1 psig and 1 °C across the test section, the properties were assumed as constant for each simulation. 

For the Isopar L oil, the properties used were the same for every simulation, as they are shown in Table 1. As for the 

nitrogen, its properties were calculated for each operating pressure.  The density of the gas was predicted using Span et al. 

[17] correlation, which is shown in Eq. (1). For this correlation, ρ is in kg/m3, P is the pressure in Pa, T is in K, and R is 

the specific gas constant of nitrogen. The viscosity of nitrogen, on the other hand, was calculated using Seibt et al. [18] 

correlation, which is shown in Eq. (2).This correlation depends on the reduced variables δ and τ, whose equations are 

shown in Eq.(3). For this correlation, μ is the viscosity in μPa∙s. All other variables refer to parameters of the correlations. 

 

 
𝜌 =

𝑃

𝑅𝑇[1 + ∑ 𝑖𝑘𝑁𝑘
10
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 (3) 

 

2.4. Physics Models 
Two-phase flow is usually model as an isothermal and immiscible mixture, with incompressible phases. The 

incompressibility of the gas phase was assumed based on the fact that it is a subsonic flow, with a Mach number of less 

than 0.3. The Mach number is a ratio between the velocity of the phase and the speed of sound through the fluid at its 

operating conditions [19].The Volume of Fluid method was used to simulate the flow, using a Surface Tension model to 

represent the interface between the two fluid phases. As it was a turbulent flow, the k-𝜔 SST model was used to take the 

turbulence into account. It must be noted that the phases will be described using the Eulerian method, in which the 

variation of the flow properties are described at fixed locations as a function of time. 

The VOF model assumes that all immiscible fluid phases share the same pressure and velocity fields. As such, the 

same momentum, mass and energy governing equations used for a single-phase fluid are used to model the two-phase 

system. The physical and transport properties that are used in these equations are calculated from the volume averages of 

the properties of the actual phases. The method then solves the equations of momentum and continuity for an equivalent 

fluid with the averaged properties. It must be noted that this method uses the segregated flow model, which means that it 

solves each equation separately, which reduces computational time significantly [20]. 
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 𝑑

𝑑𝑡
∫ 𝜌𝐯dV

𝑉

+ ∫ 𝜌𝐯 × (𝐯 − 𝐯g)𝑑𝐚
𝐴

= − ∫ 𝑝𝐈 ∙ 𝑑𝐚
𝐴

+ ∫ 𝐓 ∙ 𝑑𝐚
𝐴

+ ∫(𝐟r + 𝐟g + 𝐟p + 𝐟u + 𝐟ω + 𝐟L)𝑑𝑉

𝑉

 (5) 

 

The terms on the left side of Eqs. (4) - (5) refer to the transient and convective transport terms. For Eq. (4), the right 

hand term represents the user-defined source term. For Eq. (5)(4), the right side of the equation has the pressure (𝑝) 

gradient term, the viscous flux term, that depends on the viscous stress tensor 𝐓, and the sum of the body forces, which can 

be caused by: rotation, gravity, porous media, external forces, vorticity and electromagnetic fields, respectively. For both 

equations, 𝐯 is the velocity vector and 𝐯𝐠 is the velocity of the grid [20].   

Along the interface, the immiscibility of the fluids generate a tensile tangential force known as surface tension force. 

This force is modelled by the VOF method using the Continuum Surface Method (CSF) developed by Brackbill [21]. It 

must be noted that certain simplifications are usually made in the model, such as that the contact angle between the phases 

is determined and that the surface tension coefficient σ is constant. With these considerations, the model incorporates a 

source term that represents a body force in the momentum equation shown in Eq. (5). This method can be complemented 

with additional models, such as the Interface Momentum Dissipation model, which may help reduce unphysical fluid 

motions, known as parasitic currents that arise at the interface due to discretization errors caused by the solution 

discontinuities at the free surface between the phases [20].  

Given the fact that the flow is not laminar, due to the gas velocity and its low viscosity, it is important to choose an 

appropriate turbulence model. The one selected is the k-𝜔 model, which is based on a two-equation system, which is 

shown in Eqs. (6) - (7), that are solved for the turbulent kinetic energy, k, and the variable 𝜔, which is defined as the 

dissipation rate per unit turbulent kinetic energy . This model has the advantage, over the alternate model k-𝜖, that it can be 

applied on the viscous regions of the flow, e.g. the boundary layer near the pipe walls, without further modifications [20]. 

It is also more computationally effective than the RST model, which requires the solution of seven equation, in comparison 

with the two that the other models require. The model does present the problem, however, that the boundary layer 

computation is very sensitive to the inlet boundary conditions. A variation of the model was implemented then, the SST 

(Shear-Stress Transport) k-𝜔, which does not have this shortcoming [22].  

 

 𝑑

𝑑𝑡
∫ 𝜌𝑘 𝑑𝑉

𝑉

+ ∫ 𝜌𝑘(𝐯 − 𝐯g) ∙ 𝑑𝐚

𝐴

= ∫(𝜇 + 𝜎𝑘𝜇𝑡)∇𝑘 ∙ 𝑑𝒂

𝐴

+ ∫(𝛾𝑒𝑓𝑓𝐺𝑘 − 𝛾′𝜌𝛽∗𝑓𝛽∗(𝜔𝑘 − 𝜔0𝑘0) + 𝑆𝑘)𝑑𝑉

𝑉

 

 

(6) 

 

 𝑑

𝑑𝑡
∫ 𝜌𝜔 𝑑𝑉

𝑉

+ ∫ 𝜌𝜔(𝐯 − 𝐯g) ∙ 𝑑𝐚

𝐴

= ∫(𝜇 + 𝜎𝜔𝜇𝑡)∇𝜔 ∙ 𝑑𝐚

𝐴

+ ∫(𝐺𝜔 − 𝜌𝛽𝑓𝛽(𝜔2 − 𝜔0
2) + 𝐷𝜔 + 𝑆𝜔)𝑑𝑉

𝑉

 (7) 

 

Where 𝐺𝜔 represents the specific rate of dissipation production. 𝐺𝑘 is the turbulent production. 𝜎𝑘 and 𝜎𝜔 are inverse 

turbulent Schmidt numbers. 𝜇𝑡 is the turbulent viscosity. 𝑆𝜔 and 𝑆𝑘 are user-specified source terms. Finally, 𝐯 is the 

velocity vector and 𝐯𝐠 is the velocity of the grid. The remaining terms refer to parameters specific to the equations [20]. 

 

3. Results and Discussion 
Three different test were performed in order to assess the accuracy and precision of the simulated flow conditions. 

First, a mesh independence test, which was carried using two different mesh types: orthogonal and polyhedral. Then, an 

analysis on three different turbulence models was performed. Thirdly, a validation with experimental was done. Finally, 

based on the previous results, an analysis on the effect of the interface model on the simulation results was started. This 

analysis is currently still in process. 

 

3.1. Mesh Independence Test 
In a mesh independence test, several simulations of the same system, with equal geometry, conditions and physics 

models, are run with different cell numbers. All simulations were compared against the experimental value obtained for the 

same operating conditions, using the liquid holdup as criterion. As it can be seen on Fig. 3 (a), the fineness of the mesh has 

little to no effect on the results of the polyhedral mesh. On the other hand, the orthogonal mesh simulations have more 
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dispersed results, so the effect of the spatial discretization is more significant. The result also depends on whether the 

axial or the radial divisions are manipulated. As it can be seen on Fig. 3 (b), the number of axial divisions appears to 

have more effect on the simulation results than the radial divisions, especially as the number of axial divisions 

increases. 

 

 
 

(a) (b) 

Fig. 3: Effect of spatial discretization on the liquid holdup for an air - water mixture on a 0.15-m pipe, with a superficial gas velocity of 

10 m/s and a liquid velocity of 0.02 m/s. (a) The effect of the number of cells on the holdup obtained with two different types of 

meshes: polyhedral and orthogonal. The polyhedral mesh is plotted on the bottom axis, while the orthogonal one is plotted on the top 

axis. The experimental value is shown as a red line as reference. (b) The effect of axial and radial divisions on the holdup obtained with 

the orthogonal meshes. 

 

In comparison with the experimental value, it can be seen that the polyhedral mesh has more accurate values, which 

have in average a 30% error in relation to the experimental value. The orthogonal mesh, besides having more dispersion, 

seems to have a larger error in general, of around 80%. The values also do not seem to be converging to a specific value, 

though that may also be caused by selecting far too coarse meshes for the test. Although the orthogonal mesh has the 

advantage of requiring fewer cells, which results in lesser computational time, the error in the results is significantly larger 

than the one from the polyhedral mesh. The orthogonal mesh tends to overpredict the holdup, which may be caused by its 

larger and elongated cells, compared to the more regular and smaller cells of the polyhedral mesh [13]. This elongated cells 

may cause the liquid phase to apparently occupy more space that it actually does, as all of the cell will have the same liquid 

fraction value, which may be more than it should be. Since the liquid phase is so small, this discretization error caused 

could have a significant effect on the results. Because of this, the polyhedral mesh was selected.  

 

3.2. Turbulence Model Comparison 
An analysis of the turbulence model was then performed, taking into account three possible models: k – 𝜔, k – 𝜖 and 

RST. The results are shown on Fig. 4. Both the liquid holdup obtained and the computational time required were taken into 

account for the analysis. It can be seen that all models presented similar values, though the RST model predicted a lower 

holdup than the rest. All models though tended to underpredict the holdup, when compared to the experimental value.  As 

for the computational time, both k – 𝜔 and k – 𝜖 models required a similar time for the simulation, probably due to the fact 

that both consist of a set of two equations. The RST model, nonetheless, required around 150% more time to run than the 

other two models, and its results were not more accurate. This large increase in the computational time is most likely due 

to the fact that it consists of a set of seven equations, six for the Reynolds stresses tensor and one equation for the isotropic 

turbulent dissipation 𝜖. Based on this result, the RST model was discarded as a possible turbulence model. AS for the k – 𝜖, 

the model had the problem that, unlike the k – 𝜔 model, it had the equation to be modified when applied in viscous 
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regions, i.e. near wall boundaries, which may increase numerical error and make the model less robust. The k – 𝜔 model 

was then confirmed as the most appropriate turbulence model to simulate low-liquid level flow [20]. 

 

 
Fig. 4: Effect on the liquid holdup of the turbulence model evaluated for the simulations for an air - water mixture on a 0.15-m pipe, 

with a superficial gas velocity of 10 m/s and a liquid velocity of 0.02 m/s: the k – 𝜔 model, the k – 𝜖 model and the RST model. The 

CPU time used can be seen plotted on the right side axis. The experimental value for the holdup is shown as a red line for reference. 

 

3.3. Experimental Validation 
The physics model was then compared to the experimental data obtained by Duc [10], who used an Isopar-L oil and 

nitrogen mixture. The liquid holdup was again chosen as the comparison criterion.  For the experimental value, the 

confidence interval was plotted, to see whether the simulation results were significantly different or not. This comparison 

can be seen on Fig. 5. It can be seen that that the simulation model tends to consistently underpredict the holdup in all 

cases, as it had been noticed in previous tests. Though the values do not seem to be too far from the confidence interval 

limit, they are still are statistically different, with an average error of around 50%.  The increase in the error with respect to 

the previous tests may be due to the change in the fluid properties used for this validation, as the oil is significantly more 

viscous than water and the nitrogen was significantly denser than air, due to the higher pressure. The difference between 

the properties can be seen in Table 1. The fact that the model underpredicts the value may be a sign that the forces 

generated at the interface between the gas and the liquid may had not been correctly modelled, generating parasitic currents 

that increase the velocity of the liquid phase, which would result in a lower liquid holdup than expected [23]. Because of 

this, an analysis on the interface models was started. 

 

 
Fig. 5: Experimental comparison with Duc’s [10] data, for an Isopar-L oil – nitrogen mixture on a 0.15-m pipe, with a superficial gas 

velocity of 10 m/s and a liquid velocity of 0.02 m/s and different operating pressures. The experimental data is presented along with the 

confidence interval for each measurement. 



 

 

 

 

 

ICMFHT 123-8 

 

Despite the difference between the experimental and the computational values, it can be noticed that both have the 

same behavior with regard to the operating pressure. As expected, the increase in the gas density and viscosity, which is 

one of the main effects of the increase in pressure, generates a larger drag force which results in a larger liquid velocity and 

a smaller hold up. Due to the wide dispersion of the experimental data, however, which resulted in a wide confidence 

interval, the holdups cannot be determined to be significantly different. The trend in their behaviour can be nonetheless 

noticed. For the experimental values, the increase of almost 1.4 MPa in the pressure resulted in a decrease of 21% in the 

liquid holdup. As for the CFD values, the decrease was of around 30%, so the change was similar between both types of 

studies.  

 

3.4. Interface Model Analysis 
As it was mentioned before, an analysis was done on the way the interface was modelled, using the air – water mixture 

used for the turbulence model analysis. Two factors were analysed, the angle factor, which affects the discretization of the 

volume phase fraction and the tracking of the interface, and the inclusion of the Interface Momentum Dissipation model. 

Though the simulations are still currently running, a preliminary graphical analysis can be done on the difference in the 

flow behaviour for the various model configuration used, at a simulation time of 0.25 s, which can be seen in Fig. 6. The 

first two configurations differ solely on the value of the angle factor, 0.05 and 0.2, respectively, but a large difference can 

be seen on how the liquid phase is behaving. The liquid phase in the first case seems to flow at a higher velocity and it 

appears to be issues at the modelling near the wall, since some air appears to be trapped under the liquid phase, which does 

not happen with the other configurations. The second configuration seems to have a lower liquid velocity than the first, 

and, of the three configurations, it appears to have the largest liquid film thickness. 

 

 

 
Fig. 6: Comparison between the liquid holdup profile with different interface model configurations for an air-water mixture for a 0.25-s 

simulation on a 0.15-m pipe, with a superficial gas velocity of 10 m/s and a liquid velocity of 0.02 m/s. The liquid phase is represented 

as red, and the gas phase, as blue. (a) CSF model with a 0.05 angle factor (b) CSF model with a 0.2 angle factor (c) CSF model with a 

0.2 angle factor and the Interface Momentum Dissipation model. 

 

The third configuration, besides having a 0.2 angle factor, also includes the Interface Momentum Dissipation (IMD) 

model. The liquid phase seems to have the lowest velocity out of the three configurations done, and it seems to have a 

sharper interface. Though the simulation have not yet reached enough simulation time for a conclusion to be made, this 

lower phase velocity could result in a higher liquid holdup, and therefore a reduction in the error in comparison to the 

experimental results. It should be noted, however, that the addition of the IMD model increases the computational cost of 

the simulation, for the simulation with this configuration runs at barely a third of the speed of the other two configurations 

[20]. 

 

4. Conclusions 
Low liquid level flow in medium-sized pipes can be simulated in CFD with certain accuracy using the VOF model to 

represent the multiphase system. However, as the liquid phase is so small and the gas velocity is so large, great care must 

be taken when selecting the mesh and physics models that represent the pipe system. A polyhedral mesh is more likely to 

accurately represent the behaviour of the liquid phase, since it cells are smaller and more regular. An orthogonal mesh, due 

(a) 

(c) 

(b) 
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to its elongated cells, may overpredict the liquid holdup of the multiphase flow. At the range of cell numbers analysed, the 

spatial discretization did not seem to affect the simulation results for the polyhedral mesh, but the orthogonal mesh still did 

not seem to converge to a particular liquid holdup. For an orthogonal mesh, it should be noted that the number of axial 

divisions tend to have a larger effect on the simulation results than the radial division across the pipe cross-section. 

The physics model of the simulations still have to be adjusted to better represent the physical system, as the 

simulations tend to consistently underpredict the liquid holdup, when compared to experimental results. With respect to the 

turbulence model, the k – 𝜔 model seems to be the more appropriate one because of its relatively lower error and low 

computational cost. The analysis of the interface models must still be completed, as it must be evaluated whether the IMD 

model has a significant impact on the simulation results, and if the effect compensates the higher computation cost the 

model requires. Nonetheless, the simulations do predict a correct behaviour with regard to the operating pressure, since the 

liquid holdup decreased, as the gas density and viscosity increased. 
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