Evaluation of A Soot Modeling Strategy Including Sectional PAH Model and Lagrangian Soot Tracking
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Abstract – Soot prediction has become an important issue due to their impact on health, environment and combustion chamber thermal load. However, soot’s evolution mechanisms are still not well understood and stay an open-field of study in computational fluid dynamics. Much soot modeling strategies of various level of complexity exist in literature and most of them having for objective to simulate industrial complexity devices use a very reduce number laminar flames to validate their model. The present work validate a soot modeling strategy, based on a Lagrangian soot tracking associated with a reversible sectional polycyclic aromatic hydrocarbons model, including several variants of gas phase description and soot evolution sub-models, against experimental measurements on a large set of 1D ethylene/air laminar premixed flames. An important variability of results was found and it was shown that some soot modeling strategy could give excellent agreements with experimental data on some flames and vastly overpredict or underpredict soot volume fraction on others. Among all the tested variations, one of them gives a better predictability over all the flames studied even if improvements for its related sub-models should be considered for future work. These results demonstrate the importance of validating one’s soot modeling strategy over a sufficiently high number of configurations in order to highlight its main trends and defects.
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1. Introduction

Soot particles and polycyclic aromatic hydrocarbons (PAH) produced by aircraft engines are an ongoing field of research because of their adverse effects on health and environment as well as on combustion chamber wall thermal load, due to soot radiations. Being able to accurately predict soot formation and evolution is thus an important issue and a challenging task. Critical gaps in the fundamental understanding of soot still exist, in particular for soot nucleation. At the current stage, PAH are thought to be the key intermediate species: PAH of increasing size are formed by reactions between smaller PAH radicals (PAH¹) and acetylene until at some size, two PAH react with each other resulting in the inception of the first soot [1]. Then soot interact with the gas phase: growing, by addition of C₂H₂ or by condensation with PAH and decreasing by oxidation by O₂ or OH. They also interact with each other by collision: when they are young, their liquid like behavior allows them to coalesce while when they age, they regroup themselves by aggregation [2].

Many soot models exist in literature; they can be classified in three categories. Empirical models provide the soot volume fraction through correlations from experimental measurements [3]. They are often used with global chemical kinetics and their predictability is restrained to small ranges of parameters. Semi-empirical models are based on a phenomenological description of the formation and destruction of soot [4]. Unlike empirical models, their source terms of mass do not entirely depend on empirical relations. Although more predictive and widely used in industrial configurations, their physical content is too poor to represent both the complexity of soot chemical evolution and particle dynamics. Detailed models, which are of interest in this paper, are based on a complex description of the gas phase kinetics, relying on a large number of intermediate species and a more complete description of the particle formation and evolution. These models consider soot as particles apart from the gas phase and can take into account their polydispersity [5]. The most used approaches are mainly the sectional methods [6], methods of moment [7], stochastic methods [8] or Lagrangian soot tracking methods [9]. Most soot modeling strategy associated with detailed soot models can be split into three parts: (I) a detailed gas phase kinetics describing the formation of the first aromatic ring and its following growth until a certain size is reached. This part will be referred as “gas phase” in the following. (II) A modeling of larger gaseous PAH not included in the kinetics mechanism, which will be the incipient species. A dimerization method using one or more PAH present in the

CSP 116-1
gas phase kinetics [5], or a sectional model using lumped PAH [6] may be used. (III) A detailed soot particle model describing soot evolution and dynamics. The present study uses a sectional PAH model coupled with a Lagrangian soot tracking method to describe the evolution of soot particles. This recent approach allows to follow a numerical particle alongside its trajectory in a quasi-deterministic way (a Monte Carlo process is used for collision), and to monitor all its interactions with the surrounding gas phase as well as other particles [5], [9].

When simulating semi-industrial complexity devices, much time consuming issues arise (geometry, mesh, turbulence …). That is why, most of the time, computational tools aiming to simulate them use only few laminar academic flames to validate their soot modeling strategy. As an example, works of [9] and [6] sharing the same PAH model validate their soot modeling strategy on respectively only one or two laminar configurations. However, seeing the staggering variability of results obtained for different soot modeling strategy, it seems crucial to test one’s strategy on more than one or two laminar academic flames before trying more complex configurations. Thus, the objective of the present work is to extend the validation of the present soot modeling strategy to a wide range of flames and equivalence ratios and to test some variations in order to determine which one gives the best global agreement with the experimental data. The 17 flames chosen over four different configurations are ethylene/air premixed-flames which were designated as target by the International Sooting Flame (ISF) workshop [10]. Comparison between simulations for different soot modeling strategy and experimental data for soot volume fraction (fv) are discussed.

2. Methodology
The PAH and soot models were implemented in the ONERA CEDRE code [11]. An Arrhenius formulation is used for describing chemical reactions involving PAH and soot. Gas phase and PAH models are solved by the finite volume CHARME solver (Eulerian approach) while soot particle dynamics is computed by the Lagrangian SPARTACCUS solver. A sketch of the whole model is presented in Fig. 1.

2.1. Gas Phase Chemistry
Gas phase chemistry is described by a reduced mechanism for ethylene combustion, containing 43 species and 304 reactions. This mechanism, reduced from the skeletal mechanism of Slavinskaya et al. and containing 93 species and 729 reactions [12], was successfully used in previous studies [13], [6], [9].

2.2. PAH Modeling
PAH are modeled by the reversible sectional PAH model developed by Eberle et al. [6]. It is composed of three logarithmically scaled sections of PAH and PAH radicals (respectively noted PAHi and PAHi*, 0 ≤ i ≤ 2) with a molecular weight ranging from 0.1 kg/mol to 0.8 kg/mol as described in Fig. 2. A soot section SOOT0 is added for the modeling of incipient soot particles. Thermodynamic and transport properties, atomic composition and viscosity for each section are derived from a well defined set of heavy polycyclic aromatic hydrocarbons.

Fig. 1: Sketch of the soot modeling strategy
Fig. 2: Definition of PAH0, PAH1, and SOOT0 sections
Each PAH (for example PAH0) is a lumped species that should reproduce all interactions of the PAHs present in its section (between 100 and 200 g/mol for PAH0) with the gas phase. To do so, a reaction mechanism for PAH is added, taking into account interactions between gas phase and PAH, surface growth by C2H2 addition, oxidation by O2 and OH, PAH collisions and dehydrogenation. The collision of PAH or PAH* with other PAH enables soot nucleation as described in reactions (1)-(3). The stoichiometric coefficients, $\nu_1$, $\nu_2$ and $\nu_3$, computed following the work of Pope et al. [14], ensure elements and mass conservation. All the reaction rates efficiencies are taken from the work of Eberle et al. [6]. The soot nucleation rate, which is the mass production rate of the species SOOT0, is obtained as for any other gas species, assuming a molecular weight of $M_0 = 1.2$ kg/mol. This quantity is sent at each time step for the nucleation of soot particle in the SPARTACCUS solver.

\[
\text{PAH}^*i \leq 2 + \text{PAH}^*2 \rightarrow \nu_1\text{PAH}2 + \nu_2\text{SOOT}0 + \nu_3\text{H}2,
\]

(1)

\[
\text{PAH}^*i \leq 2 + \text{PAH}2 \rightarrow \nu_1\text{PAH}2 + \nu_2\text{SOOT}0 + \nu_3\text{H},
\]

(2)

\[
\text{PAH}i \leq 2 + \text{PAH}^*2 \rightarrow \nu_1\text{PAH}2 + \nu_2\text{SOOT}0 + \nu_3\text{H}2 + \text{H}.
\]

(3)

### 2.3. Soot Particle Modeling

Soot particles are modeled by solid spheres with a density equal to $\rho_s = 1800$ kg/m$^3$. At each time step and in each cell, the mass of soot and the number of numerical particles to be created is computed. Incipient soot radius $r_0$ is equal to $(3M_0/4\pi \text{Naps})^{1/3} = 0.64$ nm, with Na the Avogadro number. Each particle created is a numerical particle with a weight $w_p$ representing many physical ones (up to hundreds of thousands). To prevent having too many soot to follow, a reduction procedure limiting their number at 512 by cells is used [9]. Due to their small diameters (between 1-80 nm), they are considered as tracers of the gas flow. As a consequence, their temperature and velocity are always taken equal to the one of the gas phase. As explained above, soot will evolve through surface growth, oxidation, condensation and collision. Description and expression of the source terms (referred as sub-models in the following) for each phenomenon are described in [9].

Starting from this reference soot modeling strategy, different variations were compared in order to see if an optimal set can be found. First, the soot modeling strategy of [6] share with the present work the gas phase kinetics and the PAH model. However, sub-models for soot evolution are different, in particular for oxidation and surface growth. So, variations with these two sub-models from [6] are tried. An other point is that industrial simulations usually use simple diffusion model with constant Schmidt and Prandlt numbers instead of a complex differential diffusion model (requiring matrix resolution). Indeed, the latter are much more expensive while their effects are not necessarily significant when the turbulence level is high. Therefore, the impact of this difference on the validation test cases is tested in this work. Next, several values for the critical diameter $d_c$, which represents the size beyond which a particle is considered to be old and therefore no longer coalesces, can be found in literature [5]. Thus, a variation of its value is studied. Finally, simulations with the complete kinetics mechanism of Slavinskaya et al. [15], with adaptation for the sectional model of PAH but no further reduction, were also performed to check that the reduced mechanism is able to reproduce the same global trends as the complete one. A summary of all the tested variations is presented in Table 1. The reference soot modeling strategy will be named Rd[9]18.

![Table 1: Summary of the different model variations](image)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mechanism</td>
<td>reduced</td>
<td>reduced</td>
<td>reduced</td>
<td>complete</td>
<td>complete</td>
<td>complete</td>
<td>complete</td>
</tr>
<tr>
<td>Diffusion</td>
<td>differential</td>
<td>differential</td>
<td>differential</td>
<td>differential</td>
<td>differential</td>
<td>differential</td>
<td>simple</td>
</tr>
<tr>
<td>$d_c$ [nm]</td>
<td>18</td>
<td>18</td>
<td>12</td>
<td>18</td>
<td>18</td>
<td>12</td>
<td>18</td>
</tr>
</tbody>
</table>
3. Simulations and Analyses

3.1. Test Cases Presentation

The academic ethylene premixed flames simulated in the present study are targets for the ISF workshop as ISF-premixed flames 2, 3, 4 and 6 [10]. Burning in various conditions, these flames share however some characteristics: injection is done by a McKenna type burner, the flow is stabilized downstream by a stabilizing grid or plate and a co-current flow of nitrogen shields the flame from outside perturbations. Operating conditions for the test cases: equivalent ratio $\Phi$, pressure $P$, cold gas temperature $T_{in}$, cold gas velocity $V_{in}$ and molar composition $X_k$ are reported in Table 1. For all the flames, soot volume fraction data are available (more data should be found on the ISF website and on papers cited within). For the ISF6 configuration, the stabilizing plate, where measurements are done, has a variable height $H_p = 0.4, 0.45, 0.6, 0.7, 0.8, 1.0, 1.2, 1.5$ or $2.0$ cm. Each height corresponds to a different flame with same operating conditions. The 10 flames of the ISF6 configuration are simulated in this paper.

<table>
<thead>
<tr>
<th>Name</th>
<th>$\Phi$ [-]</th>
<th>$P$ [atm]</th>
<th>$T_{in}$ [K]</th>
<th>$V_{in}$ [cm.s$^{-1}$]</th>
<th>$X_{C2H4}$ [%]</th>
<th>$X_{O2}$ [%]</th>
<th>$X_{N2}$ or $X_{Ar}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISF2_2.34</td>
<td>2.34</td>
<td>1</td>
<td>298</td>
<td>6.73</td>
<td>14.08</td>
<td>18.05</td>
<td>67.87</td>
</tr>
<tr>
<td>ISF2_2.64</td>
<td>2.64</td>
<td>1</td>
<td>298</td>
<td>6.73</td>
<td>15.6</td>
<td>17.73</td>
<td>66.87</td>
</tr>
<tr>
<td>ISF2_2.94</td>
<td>2.94</td>
<td>1</td>
<td>298</td>
<td>6.73</td>
<td>17.0</td>
<td>17.04</td>
<td>65.6</td>
</tr>
<tr>
<td>ISF3_2.1</td>
<td>2.1</td>
<td>1</td>
<td>298</td>
<td>6.44</td>
<td>12.8</td>
<td>18.3</td>
<td>68.9</td>
</tr>
<tr>
<td>ISF3_2.3</td>
<td>2.3</td>
<td>1</td>
<td>298</td>
<td>6.44</td>
<td>13.86</td>
<td>18.09</td>
<td>68.05</td>
</tr>
<tr>
<td>ISF4_2.3</td>
<td>2.3</td>
<td>1</td>
<td>298</td>
<td>7.74</td>
<td>13.86</td>
<td>18.09</td>
<td>68.05</td>
</tr>
<tr>
<td>ISF4_2.5</td>
<td>2.5</td>
<td>1</td>
<td>298</td>
<td>7.84</td>
<td>14.9</td>
<td>17.87</td>
<td>67.23</td>
</tr>
<tr>
<td>ISF6_H_p</td>
<td>2.07</td>
<td>1</td>
<td>473</td>
<td>12.7</td>
<td>16.3</td>
<td>23.7</td>
<td>60.0</td>
</tr>
</tbody>
</table>

3.2. Numerical Modeling

The 2D axisymmetric configurations were simulated in 1D. This simplification often used in literature has been investigated by Xuan and Blanquart [16] for some flames of the ISF database. They show relative differences between 2D and 1D simulation of at most 35%, which is perfectly acceptable in the context of this work. Each flame has its own 1D computational domain and a mesh grid refined within the flame front. For the gas phase, the inlet boundary conditions are deduced from Table 1, atmospheric pressure is imposed at the outlet and symmetry conditions are used elsewhere. For soot numerical particles, all boundary conditions are of “free border” type (no bounces or sticking taken into account). A temperature profile is imposed for each flame, allowing to stabilize the 1D flame and to take into account thermal exchange with the surrounding environment (including radiation). Profiles used for ISF-premixed flames 2, 3 and 4, are the ones suggested by the ISF workshop while for ISF-premixed flame 6 it is obtained (with no radiation effects) with a reference code for 1D flames: Cantera [17]. The temperature profiles are imposed at each time step in each cell by adding a source term in the total energy balance equation.

For the CHARME solver, spatial discretization is performed by second order MUSCL schemes along with an implicit second order Gear method for the temporal integration. The time step is the same for both Eulerian and Lagrangian solver, and the simulated physical time is chosen large enough to reach a steady-state solution.

3.3 Results Analysis

Fig. 3 compares the fv with experimental data available for all flames presented in Table 2. A massive variability is observed between the different soot modeling strategies: models can give excellent agreements on some flames and then vastly underestimate (Rd[9]18, Rd[6]18, Rd[6]12) or overpredict (Cs[9]18, Cd[6]18, Rd[6]12) fv. Only Cd[9]18 gives similar trends for all flames. For each height of ISF6, only one experimental measurement for fv is available at the position of the stabilizing plate. This one point measure for each height is presented on the same graph (Fig. 3 (f)) and compared with corresponding simulation results. As suggested by Saggese et al. [18], for heights 0.4 up to 1.2 cm, a spatial shift is applied (between 1.2 and 1.6 mm) to the 1D simulation results to account for the 2D aspiration effect at the stagnation plate. For heights 1.5 and 2.0 cm, a spatial shift of 1.8 mm is taken. No model succeeds to capture the right trend for low
heights. The better tendency is obtained for Cd[9]18, which keeps an increasing profile over all the heights. More investigations would be needed for this configuration in the future.

For almost all the flames studied, a decrease of dc leads to a little increase of fv. Contrariwise, the influence of dc is particularly small and almost no difference is visible for ISF6. As shown in [9], the variation of dc is expected to have more impact on the particle sizes than on the soot volume fraction. Moreover, flames studied are short, which prevents the formation of sizeable particles where a change of dc could be more impactful.

As expected for laminar flames, the impact of the diffusion model is significant. The use of a simplified diffusion model leads to an increase of fv for all test cases, in particular for ISF3 with an increase of 100%. Differential diffusion models give better agreement with experimental data and thus their use is mandatory for validations on 1D laminar flames.
The choice of oxidation and surface growth sub-models for soot has considerable impact on $f_v$. No general trend can be seen: for ISF2 and ISF4, soot modeling strategy with sub-models from [9], produce more soot while it is the opposite for ISF3 and ISF6. Nonetheless, contrary to Cd[6]18 model which sometimes over or underpredicts $f_v$, the Cd[9]18 model always overpredicts $f_v$ about a factor five. Thus, this model seems to have a better predictability and, by working on its oxidation and surface growth sub-models, a good agreement for all the flames studied might be reached (even if this improvement might not be effective for all laminar flames that exist in the literature).

Simulations with the complete kinetics mechanism produce more soot for all configurations than with the reduced one. A good agreement with experimental data is obtained for ISF2 and ISF4 with the reduced mechanism and for ISF3 and ISF6 with the complete one. Although the latter overpredicts $f_v$ for ISF2 and ISF4, the good order of magnitude is reached. However, the reduced kinetics mechanism underpredicts $f_v$ for ISF3 by two orders of magnitude and ISF6 by four orders of magnitude. As discussed in the next paragraph, the reasons for this lack of soot with the reduced kinetics for these configurations is related to the underprediction at high temperature of important precursors such as benzene compared to the complete mechanism. The soot volume fraction obtained with the reduced kinetics for ISF4_2.3 and ISF3_2.3 is vastly different whereas configurations are similar, the biggest difference being the imposed temperature profile. Temperature
A comparison of profiles of benzene (A1) mass fraction between the ones obtained with the reduced kinetics mechanism and the ones obtained with the complete mechanism [13], is shown on Fig. 5. These simulations were done on Cantera by imposing the same temperature profiles and initial conditions than in CEDRE. It can be observed that the reduced kinetics underestimate the peak of A1 by more than 200% for ISF3 and ISF6 (where too little soot is produced) while for ISF2 and ISF4 (where good agreement is obtained for fv) the underestimation is less than 35%. The profiles of benzene were plotted because this species is one of the most important precursors in our mechanism. A lack of benzene will lead to a lack of PAH$_0$, PAH$_1$ and PAH$_2$ and thus to a lack of soot. Hence, the large underprediction of soot with the reduced mechanism for ISF3 and ISF6 can be explained by an underprediction, compared to the complete mechanism, of important precursors such as benzene, particularly at high temperature. For future work, a new reduction of the complete mechanism with a better targeting of the level of benzene at high temperature is considered.

5. Conclusion

A soot modeling strategy, based on a Lagrangian soot tracking associated with a reversible sectional PAH model, including several variants of gas phase description and soot evolution sub-models, was validated against experimental measurements on a large set of 1D ethylene/air laminar premixed flames. It was shown that contrary to the complete kinetics mechanisms, the reduced one could not reproduce a sufficient high level of soot volume fraction for two configurations out of four. This gap was due to a reduction that did not manage to predict the same amount of essential soot precursors such as A1 than with the complete mechanism, in particular at high temperatures. Sub-model choices for oxidation and surface growth on soot were found to have a huge impact on fv. The Cd[9]18 model seems to give the better predictability over all the flames studied and improvements for its related sub-models can be considered for future work, with the goal to reduce its constant overprediction. More work should also be done on the ISF6 flame to reproduce correct trends for small heights. All these simulations demonstrate the importance of validating the soot modeling strategy over a sufficiently high number of configurations in order to highlight its main defects, which is not always done when
simulations of configurations of industrial interest are considered. At last, a differential diffusion model should always be used for laminar flame simulations to prevent large error (more than 100%) on fv.
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