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Extended Abstract 
In this study, a machine-learning framework based on a multi-layer perceptron (MLP) algorithm is applied to estimate 

the daily values of air pollutant NO2 in Thiruvananthapuram city of Kerala, India. The risk of human respiratory tract 

infections rises when exposed to high amounts of NO2 [1]. Due to urbanization and its consequences, the air quality in the 

study region is getting deteriorated [2]. As a result, there is a pressing need for research and estimation of air pollutants like 

NO2 in Thiruvananthapuram city. 

MLP is a supervised neural network model that is frequently used and it gains experience by learning to simulate the 

correlation between a set of input-output pairs [3]. This paper proposes a four-layer (i.e. one input, two hidden and one 

output) multi-layer perceptron neural network model for predicting the daily surface NO2 values. Two year daily data 

(January 2018 to December 2019) is collected from Central Pollution Control Board, Government of India. The study 

utilizes 8 air pollutant parameters (PM10, PM2.5, SO2, NO, NOx, NH3, CO and Ozone) and 7 meteorological parameters 

(wind speed, wind direction, air temperature, solar radiance, relative humidity, atmospheric pressure and rainfall) in the 

model development.  Due to instrumental errors, certain data are missing and such missing daily data records are excluded 

from the dataset. Six hundred and eight one daily records are available in the dataset, in which 544 (80%) samples and 137 

(20%) samples are divided as training data and testing data, respectively. Additionally, investigations are conducted to 

evaluate the effects of a limited number of input parameters into the model by reducing the size of the features with 

Reduced Feature Elimination (RFE) method [4]. By changing the layer size in the neural network design, eight distinct 

experiments are performed.  

The performances of the developed MLP models are evaluated using three performance metrics - coefficient of 

determination (R2), root mean square error (RMSE), and mean absolute error (MAE) [5]. The best model performance 

obtained is having R2 = 0.968, MAE = 0.462 μg/m3, and RMSE = 1.028 μg/m3 using the neural network size (3-64-64-1), 

incorporating the elimination of unimportant features using RFE (included 3 input features – NO, NOx and SO2 only; 

excluding all other input features). The results indicate that the models with the reduced feature set performed better than 

the models with the full feature set. The analysis also demonstrates that the prediction accuracy increases with the number 

of hidden layers in the neural network. 
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